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a b s t r a c t 

We apply the direct simulation Monte Carlo rarefied gas dynamic technique to simulations of Pluto’s rar- 

efied upper atmosphere motivated by the need to better understand New Horizons (NH) data. We present 

a novel three-dimensional DSMC model of the atmosphere that spans from several hundred km below the 

exobase – where continuum flow transitions to the rarefied regime – to fully free-molecular flow hun- 

dreds of thousands of km from Pluto’s center. We find molecular collisions in Pluto’s upper atmosphere 

to be significant in shaping the flowfield, both by promoting flux from the plutonian exobase to Charon 

and by increasing the proportion of that flux generated on the exobase’s anti-Charon hemisphere. Our 

model accounts for the gravitational fields of both Pluto and Charon, the centripetal and Coriolis forces 

due to the rotation of Pluto in our reference frame, and the presence of Charon as a temporary sink for 

impacting particles. Using this model, we analyze the escape processes of N 2 and CH 4 from Pluto across 

different solar heating conditions, and evaluate the three-dimensional structure of the upper plutonian 

atmosphere, including gas transfer to and deposition on Charon. 

We find results consistent with the NH-determined escape rate, upper atmospheric temperature, and 

lack of a detectable Charon atmosphere. Gas-transfer structures are noted in a binary atmospheric con- 

figuration, including preferential deposition of material from Pluto’s escaping atmosphere onto Charon’s 

leading hemisphere that peaks at 315 ° E on the equator. As the moon gravitationally focuses incident 

flow, a high density structure forms in its wake. If molecules are permitted to escape from Charon in dif- 

fuse reflections from its surface, a returning flux forms to Pluto’s exobase, preferentially directed toward 

its trailing hemisphere. Charon is capable of supporting a thin atmosphere at column densities as high 

as 1.5 × 10 17 m 

−2 in simulations with a plutonian exobase condition similar to the NH encounter. Results 

computed from a fit to the NH encounter exobase (Gladstone et al., 2016) predict a system escape rate 

of 7 × 10 25 CH 4 s −1 in close agreement with those reported by NH (Bagenal et al., 2016; Gladstone et al., 

2016), and a net depositional flux to Charon of 2 × 10 24 s −1 , of which ∼98% is methane. 

© 2016 Elsevier Inc. All rights reserved. 
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. Introduction 

The atmosphere of Pluto is supported by the vapor pressure

f volatile ices, primarily N 2 , with minor contributions from CH 4 

nd CO ( Gladstone et al., 2016 ). Of these, N 2 dominates both in

he ice phase ( Owen et al., 1993 ) and in the lower atmosphere to

800 km, although toward the exobase the abundance of minor

pecies increases and CH 4 composes the majority of escaping

ow ( Gladstone et al., 2016 ). The volatile ices have a non-uniform

istribution over Pluto and the ice mixture percentages, compo-
∗ Corresponding author. 
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ition, and grain size also vary over the globe ( Olkin et al., 2007;

rotopapa et al., 2008; Grundy et al., 2014 ). Owing to a lower

apor pressure than for N 2 , the atmospheric mixing ratio of CH 4 

as projected to be on the order of 10 −3 (O[10 −3 ]) prior to the

ew Horizons encounter ( Young et al., 1997; Lellouch et al., 2015 ).

he New Horizons methane atmospheric mixing ratio of ∼0.25%

as somewhat lower than the anticipated value of ∼0.44% ( Stern

t al., 2015; Lellouch et al., 2015 ). However, NH found the con-

entration of methane at Pluto’s exobase to be as high as ∼42%,

hich suggests that methane, not nitrogen, composes the bulk of

aterial transferred from the plutonian atmosphere to Charon and

scaping the system. The hydrocarbons C 2 H 2 and C 2 H 4 have also

een detected with atmospheric mixing ratios of ∼3 × 10 −6 and

1 × 10 −6 respectively ( Stern et al., 2015 ). 

http://dx.doi.org/10.1016/j.icarus.2016.12.010
http://www.ScienceDirect.com
http://www.elsevier.com/locate/icarus
http://crossmark.crossref.org/dialog/?doi=10.1016/j.icarus.2016.12.010&domain=pdf
mailto:whoey@utexas.edu
http://dx.doi.org/10.1016/j.icarus.2016.12.010


88 W.A. Hoey et al. / Icarus 287 (2017) 87–102 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a  

g  

r  

c  

p  

t  

t

 

n  

a  

o  

t  

i  

a  

d  

1  

1

 

t  

t  

h  

a  

d  

T  

C  

K  

(  

s  

g  

a  

w  

t  

e  

(  

3

 

e  

t  

l  

(  

a  

(  

a  

I  

a  

2  

p  

1

1

s

 

a  

a  

o  

(  

o  

r  

p

f  

S  

t  

t  

s  

f  
The atmosphere of Pluto is complex and time-variable, as the

plutonian surface experiences large changes in insolation during its

orbit. Dramatic seasonal atmospheric changes were predicted be-

ginning in the early 1980s ( Stern, 1981; Trafton and Stern, 1983 ),

driven by the sensitivity of vapor pressure to temperature, the

large variation in Pluto’s heliocentric distance (29.5–49.6 AU), and

the high axial obliquity (120 °) of the orbit of Pluto. Such changes

are supported by several stellar occultation observations. Between

observations in 1988 and 2002 the atmospheric pressure of Pluto

was found to increase by a factor of two ( Elliot et al., 1989;

Hubbard et al., 1988; Millis et al., 1993; Pasachoff et al., 2005;

Sicardy et al., 2003; Yelle and Elliot, 1997 ). Subsequent observa-

tions indicated that pressure continued to increase until leveling

off after 2007, and has not since collapsed ( Elliot et al., 2007; Za-

lucha et al., 2011; Olkin et al., 2014,2015 ). However, the upper at-

mospheric thermal structure remained largely the same through-

out ( Elliot et al., 2007; Person et al., 2008; Young et al., 2008 ).

The New Horizons (NH) occultation experiment found a somewhat

lower surface pressure ( ∼10–11 microbars) than anticipated by ex-

trapolating the ground-based stellar occultation results to the sur-

face ( Gladstone et al., 2016 ). 

Pluto’s atmosphere undergoes escape in a process that was

once thought to be slow and hydrodynamic ( McNutt, 1989; Yelle,

1997; Trafton et al., 1997; Krasnopolsky, 1999; Tian and Toon,

20 05; Strobel, 20 08 ), but that has since been demonstrated to oc-

cur on a molecule-by-molecule basis ( Tucker et al., 2012 , Erwin

et al., 2013 ). A key finding of NH was that Pluto’s upper at-

mospheric temperature of ∼70 K was significantly colder than

expected ( Gladstone et al., 2016 ). Upper atmosphere occultation

opacity indicated a dearth of nitrogen that could be reasonably fit

by such a cold temperature. These results suggest there is an as-

yet-unidentified radiative cooling mechanism, perhaps associated

with C 2 H 2 or HCN. This low upper atmospheric temperature re-

inforces the understanding of plutonian atmospheric escape as a

process by which individual molecules at the tail end of the ther-

mal velocity distribution at the exobase obtain sufficient upwardly-

directed energy to escape in a Jeans process ( Volkov et al., 2011 ),

rather than via the slow hydrodynamic process that had informed

models of the Pluto–Charon system prior to Tucker et al. (2012) . 

Moreover, the expected N 2 escape rate is reduced from pre-

encounter predictions by four orders of magnitude, to 10 23 s −1 :

such a low rate would be consistent with a much-reduced alti-

tude of atmospheric interaction with the solar wind and an unde-

tectably thin atmosphere at Charon. The exobase parameters refer-

enced in this work as NH observations are the results of a model

constrained by the LOS density measurements of Gladstone et al.

(2016) , which extend to 1500 km above Pluto. 

1.1. Review of plutonian upper atmospheric models 

Different regions on the surface of Pluto receive different

amounts of insolation; this leads to a net sublimation-driven flow

of volatile ices towards regions of lower insolation, forming ‘subli-

mation winds’. This transfer of volatiles through the atmosphere

is accompanied by a transfer of latent heat that effectively re-

distributes the absorbed solar heat to the entire exposed volatile

surface, causing the volatile ice to be nearly isothermal ( Trafton

and Stern, 1983 ) though the composition of the volatile ice varies

across the globe ( Spencer et al., 1997; Protopapa et al., 2008;

Grundy et al., 2014 ). To achieve a near-isothermal ice surface, the

mass of the atmosphere must be large enough for it to be globally

near hydrostatic equilibrium. In this case, the sublimation winds

must everywhere be subsonic ( Trafton and Stern, 1983; Ingersoll,

1990; Trafton, 1990; Trafton et al., 1997 ). 

A significant fraction of the surface of Pluto is not volatile, so

its temperature is regulated only by a balance between insolation
nd advection. However, the vapor pressure at the ice temperature

overns the atmospheric pressure around the globe, including in

egions lacking volatile ice. While the atmosphere breaks spheri-

al symmetry by rotation, sublimation winds, and surface topogra-

hy, all but recent upper atmospheric models of Pluto are essen-

ially one-dimensional, providing the same vertical structure over

he entire globe. 

These 1-D models have been used to estimate the hydrody-

amic escape rate of the atmosphere of Pluto at perihelion. Hunten

nd Watson (1982) pointed out that the escape of the atmosphere

f Pluto, which was long thought to be hydrodynamic, is energy-

hrottled by adiabatic cooling of the expanding atmosphere, which

s regulated by the downward conduction of solar EUV + UV heat

bsorbed in the thermosphere. Previous model-dependent hydro-

ynamic escape rates ranged from 10 27 to 10 28 s −1 ( Hubbard et al.,

990; Krasnopolsky, 1999; McNutt, 1989; Trafton et al., 1997; Yelle,

997 ). 

McNutt (1989) used a self-consistent analytic approach to study

he escape of CH 4 and CO and found the escape rate sensi-

ive to solar EUV heating. Yelle (1997) accounted for solar EUV

eating, thermal conduction and viscous mechanical dissipation

nd numerically solved the Navier–Stokes equations for the hy-

rodynamically escaping atmosphere of Pluto for N 2 and CO.

rafton et al. (1997) solved the hydrostatic escape equations for a

H 4 atmosphere and estimated an escape rate of ∼3.3 × 10 27 s −1 .

rasnopolsky (1999) extended the analytic approach of McNutt

1989) to include several previously neglected terms, including the

olar UV heating of the upper atmosphere of Pluto, which he ar-

ued was six times stronger than the solar EUV heating. Then, he

pplied his approach to the hydrodynamic escape of N 2 from Pluto,

ith CH 4 diffusing upward through it, and found substantial varia-

ions in the structure of the extended atmosphere of Pluto and the

scape rate with solar cycle. He estimated the N 2 escape rate of

2.0–2.6) × 10 27 s −1 at mean solar activity and varies by a factor of

–4 over a solar cycle. 

Tian and Toon (2005) solved the time-dependent hydrodynamic

scape equations for a planetary atmosphere and applied them

o the hydrodynamic escape of N 2 from Pluto, deriving a perihe-

ion escape rate an order of magnitude higher than Krasnopolsky

1999) . They argued that this discrepancy arose from the single-

ltitude heating approximation made by Krasnopolsky. Strobel

2008) solved the steady-state equations for hydrodynamic escape

nd accounted for the solar EUV heat absorbed by N 2 , the near-

R and UV heat absorbed by CH 4 and the rotational cooling by CO

s a function of solar activity. At the time of the NH flyby in July

015, they predicted an N 2 escape rate of ∼2.2 × 10 27 s −1 and a

eak thermospheric temperature of ∼103 K at a radial distance of

890 km. 

.2. Kinetic, rarefied gas dynamic simulation of the Pluto–Charon 

ystem 

The calculations above were made based on the continuum

ssumption, which is valid only in the lower atmosphere. This

ssumption fails approaching the exobase, necessitating the use

f a kinetic model of the upper atmosphere. Tucker et al.

2012) modeled the continuum region of the atmosphere with

ne-dimensional fluid equations and coupled this model to a di-

ect simulation Monte Carlo (DSMC) kinetic model of the up-

er atmosphere to constrain the thermally-driven escape of N 2 

rom Pluto. They adopted the temperature and density profiles of

trobel (2008) and considered two solar heating conditions, ob-

aining escape rates of ∼4.8 × 10 25 s −1 and ∼1.2 × 10 27 s −1 , respec-

ively. These rates are comparable to the Jeans escape rates for the

ame conditions. They concluded that the thermally-driven escape

rom Pluto is therefore similar in nature to Jeans exospheric escape,



W.A. Hoey et al. / Icarus 287 (2017) 87–102 89 

a  

f

 

i  

e  

a  

t  

(  

n  

o  

m  

a  

s  

m

 

m  

W  

t  

r  

a  

a  

s  

m  

fi  

t  

i

 

a  

t  

s  

w  

i  

t  

fl  

t  

a  

t  

m  

o  

n  

d  

n  

f  

h  

t  

fl  

i  

h  

s  

m  

c  

3  

l  

t  

t  

o

 

c  

a  

i  

h  

t  

c  

H  

h  

A  

b

C  

g  

s  

c  

a  

z  

i  

r  

s  

w  

s  

P  

i  

a  

N  

p  

t  

c  

s

 

s  

r  

u  

s  

c  

a

2

2

 

m  

fl  

n  

o  

m  

w  

m  

n  

k  

s  

t  

s  

a  

fl  

e

 

B  

e  

r  

u  

c  

D  

b  

a  

c  

o  

D  

m  

b  

o  

p  

m  

H  
nd must be treated on a molecule-by-molecule basis to account

or its non-Maxwellian molecular speed distribution. 

Charon is located ∼19,600 km from Pluto ( ∼17 Pluto radii) and

ts Hill sphere extends as close to Pluto as ∼12,700 km. Its pres-

nce contributes to the three-dimensionality of Pluto’s atmosphere,

s Charon gravitationally perturbs flow from Pluto’s exobase. The

hree-dimensional, free-molecular simulations of Tucker et al.

2015) demonstrated several significant binary atmospheric phe-

omena, including the influence of Charon on the morphology

f the system’s density field and the potential for Roche-like at-

ospheric transfer to, and the persistence of a thin atmosphere

bout, Charon itself. These simulations predicted that the atmo-

phere of Pluto would, at nominal solar heating conditions, deposit

olecules on the surface of Charon at a rate of O[10 25 ] s −1 . 

In this work, we present a DSMC model of the plutonian at-

osphere from its exobase out to hundreds of thousands of km.

hile the lower, continuum atmosphere of Pluto is complex and

hree-dimensional in nature, we only consider the effects of Pluto’s

otation and input particles into the simulation domain with the

ppropriate conditions at the lower boundary. In the future, we

im to use input conditions derived from a full three-dimensional

imulation using a global climate model (GCM) of the lower at-

osphere of Pluto. Our model accounts for both the gravitational

elds of Pluto and Charon, the centrifugal and Coriolis forces due

o the rotation of Pluto, and the presence of Charon as a sink for

mpacting particles. 

Our DSMC model improves upon the simulations of Tucker et

l. (2012, 2015 ) by representing collisions in our simulation over a

hree-dimensional domain including Charon that extends from the

ub-exobase region of Pluto out to 32,0 0 0 km in radial distance,

ell past the transition to free-molecular flow. To prevent aphys-

cal escape, a free-molecular region is appended to our domain

hat extends to 150,0 0 0 km, with a boundary that specularly re-

ects particles that have insufficient mechanical energies to escape

he system at that distance. This reflection is energy-preserving,

nd accurate in the steady-state solution over the time-span of

hese simulations to the extent that the flow is nearly axisym-

etric at the boundary surface. The one-dimensional simulations

f Tucker et al. (2012) only consider collisions to 10,0 0 0 km and

eglect Charon’s influence on the flow entirely, while the three-

imensional simulations of Tucker et al. (2015) that include Charon

eglect collisions above the exobase, employing instead an entirely

ree-molecular model that corrects for the effect of collisions in en-

ancing transfer and escape fluxes by increases in lower boundary

emperature. We find that the consideration of collisions alters the

owfield, most notably by promoting flux to Charon by O[10%] and

ncreasing the proportion of that flux generated on the anti-Charon

emisphere of Pluto’s exobase between the Case A simulation pre-

ented in Section 3 and a trial, free-molecular solution. Further-

ore, we markedly increase the resolution in computational parti-

les compared to previous work, with values of f num 

ranging from

 × 10 24 to 5 × 10 25 in the cases presented in Sections 3 and 4 , al-

owing us to obtain better statistics, reduce noise and improve spa-

ial resolution in our results. We also employ a two-species model

hat includes methane, whereas Tucker et al. (2015) considered

nly escaping nitrogen. 

Using this model, we analyze the transfer and escape pro-

esses of N 2 and CH 4 from the plutonian exobase, with bound-

ry conditions at the exobase interface as functions of solar heat-

ng. We consider several heating conditions, focusing on a compre-

ensive, high-resolution simulation with an exobase equivalent to

he unheated atmosphere computed in Tucker et al. (2012) and a

ase computed in response to the observed conditions at the New

orizons encounter. The minimum, medium, and maximum solar

eating cases considered in Tucker et al. (2015) are addressed in

ppendix C . In particular, we examine the processes of gas falling
ack through the lower boundary and of gas escaping the Pluto–

haron system, including calculated escape rates. We also investi-

ate the deposition of gas over the surface of Charon, including the

patial distributions of the impacting particles. This helps us to as-

ertain whether Charon has an atmosphere, and how dense such

n atmosphere might be. This is constrained by the New Hori-

ons observation of no detectable atmosphere at Charon, bracket-

ng the maximum possible extent of Charon’s atmosphere to be

oughly O[1 picobar] in pressure or O[10 20 m 

−2 ] in column den-

ity ( Stern et al., 2015,2016; Gladstone et al., 2016 ). In addition,

e use our model to investigate the three-dimensional fields of

everal gas properties, including density and temperature, around

luto and Charon. This enables us to gain a better understand-

ng of the mechanisms underlying the atmospheric escape process

nd the transfer of material between Pluto and Charon. As new

H data become further available, the current modeling work will

rovide a framework for future improvements, including coupling

o a GCM model of the lower atmosphere for more accurate input

onditions at the lower boundary and the inclusion of other gas

pecies, such as CO. 

In Section 2 , we describe the DSMC model, including the as-

umptions made and the physics used. In Section 3 , we present our

esults for and discuss the flowfield evolving from a pre-encounter

nheated exobase while, in Section 4 , we present and discuss a

imulation of the Pluto–Charon system at the New Horizons en-

ounter. In Section 5 we summarize our findings, give conclusions,

nd propose future work. 

. Methodology 

.1. DSMC method 

DSMC uses a representative set of computational particles to

odel the movements and collisions of real molecules in dilute gas

ows ( Bird, 1994 ). Each computational particle represents a large

umber of real gas molecules, denoted as f num 

, which is typically

n the order of 10 24 –10 26 . A DSMC domain is decomposed into

ultiple cells in which particles move and collide. Only particles

ithin the same cell can collide, and they do so in a probabilistic

anner. Between collisions, particles translate in a ballistic man-

er under the influence of any force field present (e.g. gravity). The

ey assumption in DSMC is that the particle movement and colli-

ion phases can be decoupled over a time interval much shorter

han the mean collision time, τ coll . Consequently, the particle colli-

ion and movement phases are executed in sequence in DSMC over

 timestep, �t , chosen to be much smaller than τ coll . Macroscopic

ow properties (e.g. temperature and velocity) are obtained by av-

raging over the appropriate molecular properties in each cell. 

DSMC has been shown to satisfy the collision integral in the

oltzmann equation ( Nanbu, 1986 ) and solve the Boltzmann

quation itself ( Wagner, 1992 ). Therefore, it is valid over all flow

egimes, from continuum to free-molecular. However, it is usually

sed to only model rarefied gas flows because it is prohibitively

omputationally expensive to model continuum flow using DSMC.

SMC is suitable for modeling the atmosphere of Pluto from well

elow the exobase region out to hundreds of thousands of km

s the flow passes through multiple regimes, from moderately

ollisional in the exobase region to free-molecular far away. More-

ver, the non-equilibrium nature of such flows can be captured by

SMC, which accounts for the different internal molecular energy

odes (e.g. rotational and vibrational) and the energy exchange

etween them. As demonstrated by Beth et al. (2014) , this sort

f collisional kinetic model is necessary to generate particles that

opulate satellite orbits, which, in some cases, can compose a

ajority of those at sufficient distance above a planetary exobase.

owever, in the Pluto–Charon system and in these simulations,



90 W.A. Hoey et al. / Icarus 287 (2017) 87–102 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Shape and extent of simulation domain, processor domain and cell used in 

this work. Note that drawing is not to scale. 
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perturbations due to Charon prevent satellite particles from

forming long-term stable orbits. Perturbations not represented in

this work – for instance, those due to other Pluto-system moons,

radiation pressure, and solar wind interaction – may also act to

eliminate satellite particles. 

2.2. DSMC implementation 

We use a planetary DSMC code developed from the original

procedure introduced by Bird (1994) that has been applied in sim-

ulations of the volcanic plumes and atmosphere of Io ( McDoniel

et al., 2015; Moore et al., 2009; Walker et al., 2010, 2012; Zhang

et al., 20 03, 20 04 ), the south polar two-phase plume of Enceladus

( Yeoh et al., 2015 ), comet impacts on the moon ( Prem et al., 2015;

Stewart et al., 2011 ), and the plume impingement of landing rock-

ets on the lunar surface and the resulting dispersal of dust ( Morris

et al., 2015 ). While the DSMC code contains many features, we only

highlight those relevant to the current problem in this section. 

In our current simulations, we consider a mixture of CH 4 and

N 2 . The molecular model used is the variable hard sphere (VHS)

model with the appropriate parameters for both species ( Bird,

1994 ). We track the internal energy states of the gas molecules,

notably the rotational and vibrational states, though the vibra-

tional modes are hardly excited at the low temperatures of Pluto

( ≤100 K). Energy exchanges occur between the translational and

the internal modes as well as among the internal modes through

collisions via the statistical Larsen–Borgnakke exchange model

( Borgnakke and Larsen, 1975; Bird, 1994 ). 

Our calculations are performed in a non-inertial reference

frame that is fixed to Pluto and rotates with it, with an origin

located at the center of Pluto. Therefore, between collisions, the

computational particles travel along ballistic trajectories under the

influence of not only the gravitational fields of Pluto and Charon

but also the Coriolis and centrifugal forces arising from rotation in

this frame. In our simulations, the equation of motion of a particle

between collisions is given by: 

r̈ part = g P + g C − 2( ω P × ˙ r part ) − ω P × ( ω P × r part ) (1)

where r part is the position vector of the particle. The superscript

dot notation indicates differentiation with respect to time. The first

two terms on the right hand side, g P and g C , are the variable grav-

itational accelerations due to Pluto and Charon respectively, which

are proportional to the inverse of the square of the distance of the

particle from the centers of the respective parent bodies. The third

and fourth terms are the Coriolis and centrifugal accelerations re-

spectively, where ω P is the rotational velocity of Pluto. 

The barycenter of the Pluto–Charon system is located outside

either body at ∼2042 km from the center of Pluto along the line

connecting the centers of the two bodies. Pluto and Charon are

mutually tidally locked to one another, thus the rotational and or-

bital periods of Charon and the rotational period of Pluto are all

equal. The Pluto–Charon system used in our simulations is shown

in Fig. A.1 ., where we have made the following simplifying approx-

imations: 

(i) The orbital plane of Charon coincides with the equatorial

plane of Pluto. 

(ii) Charon executes a perfectly circular orbit around Pluto. 

(iii) The axes of rotation of both Pluto and Charon are perpendic-

ular to the orbital plane of Charon (and thus also the equa-

torial plane of Pluto). 

These approximations are corroborated in the initial New Hori-

zons report, which finds Charon’s orbital inclination with respect

to the equatorial plane of Pluto to be 0.0 ° while its orbital eccen-

tricity is ∼0.0 0 0 05 ( Stern et al. 2015 ). The important geometric pa-

rameters of the Pluto–Charon system used in our simulations are
ummarized in Table A.1 ., and compared to the values recorded by

H and those employed in simulations in the literature. Pluto ex-

ibits an axial tilt of ∼120 ° relative to the ecliptic, but these sim-

lations do not incorporate solar dependence in heating models or

xobase boundary conditions. 

The positions and velocities of the particles are obtained by

ntegrating Eq. (1) using an 8th-order adaptively-stepped error-

ontrolled Runge–Kutta Prince–Dormand scheme. The Lagrange

oint between Pluto and Charon (typically labeled L1) plays an

mportant role in material transfer and the structure of the num-

er density field. This Lagrange point is unstable, thus a particle

laced there will ultimately depart from equilibrium due to any

light perturbation, including the round-off errors introduced by

umerical integration. We performed a study to compare this inte-

ration scheme with a 2nd-order predictor-corrector scheme em-

loyed in our prior DSMC applications and in Tucker et al. (2015) ,

ore details on which can be found in Appendix B . 

.3. Simulation parameters 

DSMC requires that the cell size and �t be smaller than the

cale length, L , of the microscopic flow gradients and τ coll respec-

ively ( Bird, 1994 ). For our purposes, L is chosen to be based on

he gradients of the gas density, ρ: L � ρ/| ∇ρ| ( Bird, 1994 ). Since

acroscopic flow gradients are not expected over length scales

horter than the local mean free path of the gas, λ, i.e. λ< L , the

ell size requirement is satisfied if the cell size is smaller than λ.

ur DSMC code uses a spherical coordinate grid that allows for

on-uniform cell size distribution in each of the radial ( r ), zenith

 θ ) and azimuthal ( ϕ) directions, as shown in Fig. 1 . We have cho-

en a cell size distribution in each direction such that the cell sizes

re smaller than λ everywhere in the simulation domain. We have

lso chosen �t to be smaller than τ coll everywhere; at the exobase,

he most restrictive times between collisions are O[10 2 ] s. More

etails on the various simulation parameters used can be found in

ppendix A . 

Based on our simplifying approximations made to the system,

e expect symmetry across the equatorial plane of Pluto and

hus only simulate the region north of the equatorial plane.

ur simulation domain is hemispherical in shape and centered

n Pluto, extending in the radial direction from the exobase to

 1.5 × 10 5 km ( ∼2.5 R P to > 126.5 R P ) from the center of Pluto,

s shown in Fig. 1 . Within Pluto’s gravitational predominance, a

nudsen number can be defined based on the atmospheric scale

eight: Kn � λ/ H , where H is the atmospheric scale height of
H P P 
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luto, defined as: H P � ( k b T ) / ( m i g ), where k b is the Boltzmann

onstant, T is the local temperature of the gas, m i is the mass of

n individual molecule, and g(r) is the local gravity. Each species

as a separate characteristic scale height, dependent on its mass;

t equivalent density and altitude, methane’s lower mass relative

o nitrogen will facilitate its preferential escape. While the exobase

y definition occurs at the Kn H = 1 interface, the simulations

escribed herein draw their lower boundary conditions from work

hich employs slightly different values for the system geometry,

s detailed in Table A.1 . ( Tucker et al., 2015 ; Stern et al., 2015 ).

e opt to preserve reported number densities, temperatures, and

xobase locations as ratios of R P such that, at the lower boundary,

imulation Kn H are between 0.1 and 1.0. As upper atmospheric flow

ecomes more rarefied and transitions to free-molecular with ra-

ial distance from the plutonian exobase, Kn H approaches infinity. 

With the time-invariant flux of particles into our domain across

he lower boundary (exospheric) surface, a steady state is expected

o develop for atmospheric and escaping flow in our rotating ref-

rence frame. We run our simulation until this steady state is

chieved within the domain, which typically takes on the order

f ∼8 × 10 6 s, or about fifteen system orbits. Our simulation has

volved to equilibrium when the following quantities reach their

espective steady values: 

(i) Total number of particles in the simulation domain 

(ii) Particle flux across the lower boundary (out of domain) 

(iii) Particle flux across the upper boundary 

(iv) Particle flux onto the surface of Charon 

Each of these quantities reaches their steady values at a differ-

nt rate, and we begin to sample the flow field after steady-state

s achieved. To reduce the statistical noise present in the samples,

e perform long term time-averaging. 

.4. Computational methodology 

Particles are introduced into the simulation domain through

he lower boundary as a Maxwellian flux, with the number den-

ity and temperature along that boundary specified according to

he solar heating conditions considered. For a particular cell along

he lower boundary, the average number of computational parti-

les generated per timestep, �t , is given by: 

 create = 

√ 

k b T cell 

2 πm i 

[
n cell A cell �t 

f num 

]
(2) 

here T cell , n cell and A cell are the temperature, number density and

urface area of the cell at the lower boundary, respectively. The

articles are placed across the cell surface according to a uniform

andom distribution while their velocities are randomly drawn

rom a half-range Maxwellian distribution corresponding to T cell . In

he current work, we assume uniform conditions across the entire

ower boundary. The values of number density and temperature

sed can be found in Appendix A . Global uniformity is a reason-

ble approximation, as corroborated by the New Horizons obser-

ation of a nearly isotropic exobase ( Stern et al., 2015 ; Gladstone

t al., 2016 ). In the future, we aim to obtain the lower bound-

ry conditions derived from a three-dimensional simulation using

 GCM of the lower atmosphere of Pluto. 

Unless noted otherwise, any particle impacting Charon in this

ork is removed from the simulation domain: thus, Charon acts

s a sink for particles. For each such particle, the time and spatial

oordinates of exobase generation and impact on Charon are

tored, in addition to particle species. This information is used to

nalyze the nature of deposition onto Charon for the limiting case

n which all particles that impact, stick. It is also used to generate

upplementary simulations in which these same particles instead
quilibrate with the surface and diffusely reflect from Charon on

mpact, with their resultant velocities drawn from a half-range

axwellian distribution at the imposed surface temperature, and

ontinue to diffusely reflect until they achieve escape velocity.

n the highly-rarefied (nearly free-molecular) flow regime about

haron, it is permissible to superpose the resultant number den-

ity fields to compare the opposing extremes of total sticking and

otal diffuse-reflection at Charon. As more data become available,

.g. detailed maps of Charon’s surface temperature, frost coverage,

nd composition, we will implement more complex and realistic

oundary conditions. While the Charon surface temperature em-

loyed in the present work is taken to be an isotropic 53 K, with a

lobal map of surface temperature, we could implement a sticking

oundary condition where only a fraction of impacting particles

tick to the isotropic surface (Tucker et al. employ a simple linear

istribution of temperature with latitude as nitrogen interacts with

haron in their 2015 work). If frost coverage and properties are

lso known, we can enforce a residence time for the sticking parti-

les, introducing transient variability as particles stay stuck to the

urface for a finite period of time and are then released back into

he flow. These mechanisms are comparable to those developed

n our codebase for simulation of adsorbing and desorbing sulfur

ioxide in the comprehensive Ionian atmospheric simulations of

alker et al. (2012) . The precise nature of particle interaction with

he Charon surface is a critical boundary condition for study of

ocal atmospheric dynamics and the propagation of transferred

aterial to regions of the Charon surface, as to the cold-traps

n polar regions that are eventually photolytically processed into

holins ( Grundy et al., 2016 ). However, we do not anticipate the

oundary conditions implemented on Charon to have a signifi-

ant effect on vacuum escape rates or overall flowfield structure

ecause only a small proportion of the escaping flow ends up

mpacting Charon (approximately 3.3–3.6%, see Tables 2 and C.2 .). 

The simulations are computed in parallel on multiple proces-

ors distributed along the azimuthal and zenith coordinates. An

xample of a simulation domain is shown in Fig. 1 . In this work,

 single run is typically performed on 240 processors over sev-

ral dozen hours, or O[10 3 –10 4 ] CPU-hours. We have distributed

he processors in a non-uniform grid in zenith concentrated about

he equatorial plane such that the total number of computational

articles per processor does not vary significantly. In a typical sim-

lation, the total number of computational particles per processor

s O[10 6 ], with O[10 8 ] occupying the complete domain at any one

ime, and as many as O[10 11 ] distinct particles generated over the

ourse of a run to steady-state. Pseudo-random number generation

ith the Mersenne twister SFMT19937 algorithm is employed to

nsure valid statistics, and is vectorized for speed. 

In our simulations, we have maintained O[10 2 ] particles per cell

ear the lower boundary with values of f num 

varying across simu-

ations from 10 24 to 10 26 . Adequate resolution in particle count is

specially important near the lower boundary where the flow is

ensest and most collisional, as two or more computational par-

icles are required in a cell for collisions to actually occur. While

ells expand in volume with radial distance from the exobase, it is

ot necessary to maintain correspondingly high particle counts per

ell as the flow becomes increasingly less collisional. Multiple cu-

ic mean-free-paths are resolved everywhere throughout the flow. 

.5. Pre- and Post-encounter cases 

In the following sections, we examine two cases, distinct in

xobase boundary conditions, to illustrate the effect of upper at-

ospheric temperature and methane fraction on the overall atmo-

pheric structure. Case A represents a cool, not cold, atmosphere

ase in which lower boundary conditions are drawn from one-

imensional hybrid fluid-kinetic simulations of the atmosphere
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Fig. 2. A three panel view shows orthogonal cut-planes in contours of total number density. Pluto and Charon are marked in black, and Pluto’s collisional atmosphere in 

white. Both bodies are rotating counterclockwise when viewed down the polar Z axis (at right), and are likewise revolving CCW about the barycenter. Note the distortion of 

the density field due to Charon’s gravity, and the evident transfer of escaping atmosphere to a high-density region at Charon’s trailing hemisphere. The dashed white square 

is the region about Charon, 20,0 0 0 km on edge, considered in detail in Figs. 4 and 5. 
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below the exobase by Tucker et al. (2012) without solar heat-

ing, for which converged values of temperature and number den-

sity are reported at R = 2,836 km. This condition was employed

isotropically in preliminary three-dimensional simulations of the

near-exobase region, not addressed herein, from which the con-

verged Case A boundary condition at R = 3,0 0 0 km and Kn H ∼0.4

is drawn. In contrast, Case B matches its exobase directly to the

lower boundary conditions determined by the ALICE and REX in-

struments on NH at two locations (during ingress and egress) as

reported by Gladstone et al. (2016) . Therefore, this result repre-

sents the nature of the three-dimensional atmospheric structure

at the time of the NH encounter. In Appendix C , we pursue three

other cases for direct comparison to and in extension of the previ-

ous work of Tucker et al. (2015) , corresponding to various levels of

applied solar heating in the lower continuum atmosphere. Those

simulated atmospheres are more expansive than that observed by

NH, with warmer exobases and higher nitrogen fractions, but could

correspond to hypothesized instances of high rates of nitrogen es-

cape in the past ( Gladstone et al., 2016 ). 

3. An unheated exobase 

We first consider Case A, an hemispherically-symmetric atmo-

sphere generated just below the exobase at 1,815 km above Pluto

(R = 3,0 0 0 km) with total number density 1.34 × 10 13 m 

−3 , temper-

ature 85.5 K, f num 

3 × 10 24 , and composition 99.56% N 2 and 0.44%

CH 4 by mole as consistent with an evenly-mixed methane frac-

tion through the upper atmosphere ( Young et al., 1997; Lellouch

et al., 2015 ). Results are presented for a steady-state simulation

equilibrated over 16 million s (29 diurnal cycles) performed on the

TACC Stampede supercomputer cluster on 240 processors at ap-

proximately 50,0 0 0 CPU hour expense. The number density field

presented in Fig. 2 captures the evolved flowfield in a reference

frame fixed to Pluto and in which Charon, due to the system’s mu-

tual tidal lock, remains stationary. The limit of the domain shown
n this figure is 32,0 0 0 km from Pluto’s center, but an appended

ree-molecular domain (not pictured) extends to 150,0 0 0 km. 

With radial distance from the isotropic exobase, the density

eld distorts toward Charon along the Pluto–Charon axis, ulti-

ately creating a bridging structure that arcs through the L1 La-

range point and toward Charon’s trailing (wakeward) hemisphere,

hile a corresponding and diffuse return flux passes material from

haron back to the wakeward side of Pluto. The density increase

bout Charon occurs primarily near the equatorial plane in this

ase for which all particles that strike Charon stick to its surface.

ig. 2 demonstrates these novel structures in the number density

eld on a set of three mutually orthogonal cut-planes intersect-

ng at Pluto’s center. The Case A exobase is detailed in Table 1 ,

nd related to the New Horizons observation and the minimum

olar heating exobase calculated pre-encounter by Tucker et al.

2015) . The variance in exobase position between Case A and the

nheated, one-dimensional fluid-kinetic result reported by Tucker

t al. (2012) stems from use of a different collision cross section

n the VHS molecular model of our DSMC approach and minor up-

ates to Pluto system values. Number densities and temperatures

n the isotropic near-exobase region of the Case A flowfield other-

ise match closely with the 2012 result. 

The key differences between Case A and the NH encounter are

n temperature and methane fraction: New Horizons encountered a

urprisingly cold exobase, with fully ∼42% methane by molar frac-

ion. Total exobase number density for the unheated Case A lower

oundary falls within the observed bounds, and the exobase posi-

ion within 0.1 R P . While a cold exobase slows escape to vacuum,

s relatively few particles cross the exobase with energies suffi-

ient to depart Pluto, this effect is counteracted by methane’s low

ass and correspondingly high scale height: relative to nitrogen,

ethane preferentially escapes. The non-dimensional Jeans param-

ter captures this behavior, and is used to calculate unperturbed

eans escape rates: Jeans theory predicts that the New Horizons

xobase will have escape rates 2–3 times higher than Case A, with

ethane composing over 99% of escaping material. 
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Table 1 

The Case A exobase parameters compared against the conditions observed by New Horizons, the nominal solar-heating case applied in the Tucker et al. (2015) pre-encounter 

prediction, and the one-dimensional unheated case considered in Tucker et al. (2012) . 

Exobase Radius [R P /km] T [K] Density [m 

−3 ] N 2 [m 

−3 ] CH 4 [m 

−3 ] λJ , N 2 λJ ,CH 4 

Case A Result 2.59 R P /3070 85 .5 9.10 × 10 12 9.04 × 10 12 5.46 × 10 10 11 .2 6 .4 

New Horizons 2.36 R P /2800 70 .0 7–12 × 10 12 4–7 × 10 12 3–5 × 10 12 14 .1 8 .1 

Tucker et al. (2015) 6.84 R P /8105 79 .0 5.0 × 10 11 5.0 × 10 11 4 .8 

Tucker et al. (2012) 3.29 R P /3900 85 .0 1.7 × 10 12 1.7 × 10 12 8 .8 

Table 2 

Rates of flux into and out of the domain at the exobase boundary, to vacuum (the system escape rate), and to Charon for each species in the DSMC Case A calculation are 

compared to the NH encounter and the nominal and unheated cases in the literature. 

Fluxes, all [s −1 ]. Boundary [In] Boundary [Out] Escape rate To Charon: N 2 To Charon: CH 4 

Case A Result 9.64 × 10 28 9.63 × 10 28 3.6–4.2 × 10 25 1.4–1.5 × 10 24 1.5–1.6 × 10 23 

New Horizons 5–6 × 10 25 

Tucker et al. (2015) 2.5 × 10 28 2.3 × 10 28 2.2 × 10 27 5.7 × 10 25 

Tucker et al. (2012) 4.8 × 10 25 

Fig. 3. In the DSMC simulations shown here and in Fig. 2 , particles that strike Charon stick and are stored. Depositional rates onto Charon’s surface for Case A (a no-heat 

exobase) are shown alongside the fraction of methane in the incident material, of order ∼10%. Data mirrored over the equator for clarity. 

 

fl  

e  

i  

p  

r  

u  

a  

T  

n  

T  

g  

c

 

t  

s  

b  

f  

p  

fl  

b  

t  

r  

s  

a  

i  

p  

b  

fi  

(

 

n  

f  

g  

m  

t  
At steady-state, the DSMC simulation yields rates of molecule

ux into and out of the domain, including rates of vacuum

scape and flux to Charon by species. Table 2 reports these rates

n comparison with relevant values from the NH observation and

rior simulations. The Tucker et al. (2015) pre-encounter prediction

epresents the result of a three-dimensional free-molecular sim-

lation in a comparable domain to the DSMC, but with a lower-

tmospheric solar heating model inconsistent with Case A. The

ucker et al. (2012) result noted is consistent with the Case A

o-heating condition, but calculated in a one-dimensional domain.

he steady-state Case A vacuum escape rate is shown to be in

ood agreement with the NH observation, underpredicting the en-

ounter value by just ∼30%. 

Particles incident on Charon are recorded, and maps of deposi-

ion by species are shown in Fig. 3 . Total deposition onto Charon is

lightly in excess of 10% methane by mole for the Case A lower

oundary conditions, a significant increase over the generation

raction of 0.44%. Both methane and nitrogen are observed to de-
osit preferentially onto Charon’s leading hemisphere with peak

ux at about 315 ° E (45 ° W) longitude, although the difference

etween the global minimum (at 135 ° E) and maximum deposi-

ional rates is only a factor of two. This depositional pattern rep-

esents only the initial impact of particles onto Charon. The re-

ult that Charon’s leading face experiences peak deposition while

 high density structure forms in Charon’s wake can be explained

n part by the moon’s gravitational focusing of its incident flow, a

henomenon considered in depth in Appendix D . These results are

roadly morphologically consistent with the results for the density

eld and depositional pattern on Charon reported by Tucker et al.

2015) . 

The boundary condition at Charon’s surface shapes flow in the

ear-Charon region. If particles are permitted to diffusely reflect

rom Charon, as opposed to permanently sticking on its frost re-

ions, they may continue to ‘hop’ along its surface. Such particles

ay be considered as adsorbing to the surface, equilibrating to

he local temperature, and being diffusely re-emitted in a process
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Fig. 4. The top panels (a–c) show number densities, while the bottom row (d–f) show column densities integrated along the polar axis. At left (a, d) are particles which 

have struck and reflected off Charon alone; at center (b, e) the result for the flowfield in which all particles stick to Charon; and at right (c, f) is the super-imposition: the 

total flowfield, permitting diffuse reflection. 
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that will ultimately result either in their escape or their travel to,

and deposition in, a sufficiently cold region. While particles hop,

they may have the effect of creating a persistent atmosphere about

Charon. To escape, an emitted particle must have kinetic energy in

excess of its gravitational potential at the surface, and will have

been drawn from the tail of a Maxwellian distribution. In these

steady-state calculations, the residence times of adsorbed particles

are not relevant. 

The simulation shown in Fig. 2 applies a uniform sticking

condition at Charon. The Case A study is continued in a separate

simulation, however, by re-emitting the particles stored at Charon

as though they had diffusely reflected from its 53 K uniform

surface. All further collisions with Charon are then treated in the

same fashion so that particles tend to hop over Charon’s surface.

The resultant flow is sufficiently rarefied as to be non-collisional,

and may be superposed with the result in which all particles

stick to Charon, which is also non-collisional in the near-Charon

region. The effect is that of two distinct flows and simulations,

one of which contains all particles that have interacted with the

surface (via diffuse reflection), and the other containing only

particles that have not interacted with Charon’s surface (i.e. that

shown in Fig. 2 , and equivalent to a uniform sticking condition:

all particles in this field that have interacted with Charon have

stuck). Summing these yields a result for a total flowfield that

permits diffuse reflection at Charon. These flows are shown from

left to right in Fig. 4 , each panel of which occupies a square region

20,0 0 0 km on edge centered at Charon in the equatorial plane,

as demonstrated by the dashed white region of Fig. 2 . A diffuse

transfer structure from Charon back toward Pluto is evident in
he reflected particles, while the near-Charon region highlights

he shape of the gas transfer structure arcing through the L1

oint. 

These two cases, in which either all particles stick at Charon or

ll particles reflect, bracket the range of possibilities for Charon’s

oundary conditions. If particles are permitted to bounce off of

haron, the Fig. 4 result suggests that a thin atmosphere could

ersist on the moon, an atmosphere effectively shared between

odies in a binary system. The maximum pressures of such an at-

osphere in this Case A simulation are O[10 −15 ] bar, significantly

ower than would have been detectable by the NH instrumentation

t O[10 −12 ] bar. 

Two radii above the Charon surface, roughly half of the local

umber density is composed of reflected particles, as shown in

ig. 5 . Fig. 5 shows the same inset domain about Charon,

0,0 0 0 km on edge, as Fig. 4 . This atmospheric feature shows

n asymmetric effect about Charon along the axis perpendicular

o the polar and Pluto–Charon axes: Charon’s leading face sees,

roportionally, more atmosphere perpetuated by surface inter-

ction, corresponding to the inflated wakeward density and an

sotropic distribution of particles leaving Charon’s surface (after

any diffuse reflections). 

In examining flowfield structure, it is important to note that the

ow above Pluto’s exobase trends toward a free-molecular state

n which individual particles only rarely experience collisional

nteractions. The DSMC results exhibit comparable structure to the

oche transfer phenomenon that occurs between semi-detached

inary stars, as in the Algol system ( Blondin et al., 1995 ) when

ne partner overfills its equipotential surface, demonstrated in
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Fig. 5. The fraction of particles in the region about Charon that have reflected from 

its surface. The reflected particles perpetuate a thin atmosphere, with pressure un- 

der 10 femtobar. This superposed flowfield represents a result in which all particles 

that initially arrive at Charon reflect diffusely with temperatures equilibrated to the 

surface temperature (uniform at 53 K), accurate in the steady-state. 
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Table 3 

The selected Case B lower boundary parameters, drawn from NH observation, and 

rates of vacuum escape and flux to Charon’s surface. 

Exobase conditions Case B boundary NH observation 

Temperature T [K] 69 ∼ 70 

Nitrogen n N2 [10 12 m 

−3 ] 5 .5 4–7 

Methane n CH4 [10 12 m 

−3 ] 4 .0 3–5 

Total number density n 

[10 12 m 

−3 ] 

9 .5 7–12 

Exobase (boundary) 

altitude [km] 

2800 2750–2850 

System escape rate [s −1 ] 7 × 10 25 ( > 99% CH 4 ) 5 – 6 × 10 25 ( > 99% CH 4 ) 

Flux to Charon [s −1 ] 2 × 10 24 ( ∼98% CH 4 ) 
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ig. 6 . However, Roche theory is fundamentally hydrodynamic, its

quations continuum in origin. The DSMC result is an ensemble

nd time average across a collection of particles primarily engaged

n non-collisional and independent ballistic trajectories and not

 representation of a ‘bulk’ flow; therefore, the structure of the

luto–Charon density field, and specifically the nature of transfer

o Charon, are distinct phenomena unique to a rarefied escaping

tmosphere shared among bodies in a binary configuration. 

. Pluto–Charon at the New Horizons encounter 

A second simulation, labeled Case B, is performed with

oundary conditions from the New Horizons encounter for the

tmosphere generated at the exobase conditions. As a result, the

ituation should directly match other NH observables, like vacuum

scape rate. Case B is performed at an f num 

of 5 × 10 25 on 240 pro-

essors, and results shown were run to ∼10.5 × 10 6 s (19 diurnal

ycles). The significant changes between Case B and the unheated
ig. 6. (Left) The Roche equipotential surface connects the potential lobes about Pluto an

as transfer between semi-detached binary stars. While the potential is critical in cons

rbits, as in Beth et al., 2014 ), the theory governing Roche transfer is developed in fundam

nto the Roche equipotential surface. 
re-encounter exobase (Case A) are the exobase temperature and

ethane fraction: New Horizons observed a cold ∼70 K exobase

t ∼42% methane, as detailed in Table 1 . Vacuum escape rates and

ates of deposition onto Charon are calculated for the equilibrated

SMC calculation and compared to those reported by Gladstone

t al. (2016) and Bagenal et al. (2016) , and the Case B simulation

s shown to match the NH observed vacuum escape rate closely.

esults and relevant boundary parameters are reported in Table 3. 

Likewise, the structure of the Case B density field, its total

ates of deposition and escape, and the depositional pattern ob-

erved on Charon do not change markedly from the Case A result.

ig. 7 shows the Case B flowfield both in a hemispheric region of

2,0 0 0 km radius and in a 20,0 0 0 km square about Charon for di-

ect comparison against Figs. 2 and 4 . The escape rate and total

ate of flux to Charon for Case B are each about double the cor-

esponding rates for Case A, which agrees with the ratio of total

nperturbed Jeans escape rates at the two exobase conditions. The

owfields of Case B show the same transfer structures and Charon-

akeward asymmetries of Case A, as evidenced in Figs. 7 –9. 

The translational temperature of the highly-nonequilibrium

ow about Charon is shown in the bottom left panel of Fig. 7 .

he velocity distribution of this flow is non-Maxwellian, and

ts tail is enhanced with high-speed particles. Note the en-

ancement in translational temperature as flow about Charon is

ravitationally focused into the high-density region in the moon’s

ake. Additional discussion of this gravitational focusing effect is

ncluded in Appendix D . 

Individual particles can be characterized by their mechanical

total) energy: the sum of their kinetic and (negatively-signed)

ravitational potential energies in an inertial, barycentric reference

rame. Particles with positive potential energies may escape, while

articles with negative energies are, in a sense, gravitationally

ound. The vast bulk of molecules fall into the latter category, hav-

ng insufficient energies to escape the system, unsurprising as the
d Charon through the L1 Lagrange point and is the defining surface parameterizing 

iderations of particle mechanical energy (e.g. for propagating particles in satellite 

entally continuum terms. (Right) The number density field for Case A is projected 
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Fig. 7. (Top left) Number density about Charon in the NH simulation, Case B. The dashed square marks an inset region 20,0 0 0 km on edge about Charon, shown in the 

remaining panels. (Top right) The bridging gas transfer structure which arcs toward Charon’s trailing hemisphere is preserved in Case B. (Bottom left) The translational 

temperature, a frame-independent result, peaks towards Charon’s trailing hemisphere. (Bottom right) Column density LOS integrations down the polar axis demonstrate a 

slight wakeward asymmetry, but emphasize that the bridging structure is confined to a narrow, equatorial band when the boundary condition at Charon is uniform sticking. 
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c  

s  
mean thermal speed at the exobase is about one-third the escape

velocity from Pluto. The Maxwellian draw of a high-energy parti-

cle is correspondingly rare, and the alternative routes for escape

are either an imbuement of energy via collision, or an accelerating

interaction with Charon (which itself requires substantial energy to

reach). In Fig. 10 , narrow bands of mechanical energies about zero

are considered: these represent particles with potential and kinetic

energies nearly equivalent. Such particles will approach the edge of

the system and either narrowly escape to vacuum, or fall back into

the domain over a long time-span. For this specific class of parti-

cles, a coherent spiral structure is visible with consistently-spaced

s  
ands trailing the wakeward hemispheres of Pluto and Charon;

luto’s band is more diffuse. This result suggests that the Pluto–

haron system may leave a detectable cork-screw tail, if only cer-

ain energy molecules were taken up by the solar wind. 

. Summary and conclusions 

A fully three-dimensional model of the steady-state, rarefied

omponent of Pluto’s upper atmosphere is presented, demon-

trated for the pre-encounter prediction most similar to that ob-

erved by New Horizons, and applied in a simulation of the NH
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Fig. 8. In the Case B New Horizons result, number density decreases rapidly with radial distance from Pluto: for most of the flow the ratio of local to exobase density 

reaches 10 −4 by 15 R P . The region around Charon is an exception, as the density field is shown to distort toward the moon both along the Pluto–Charon axis and in its wake. 

This structure has comparable shape to that seen in the Case A field ( Fig. 2 ). 

Fig. 9. In the New Horizons simulation (Case B), depositional rates onto Charon are 

comparable in magnitude and structure to those in the no-heat simulation (Case A), 

but methane now composes about 98% of the flux relative to nitrogen. This corre- 

sponds to the increase in exobase molar fraction from 0.44%, as hypothesized pre- 

encounter, to fully 42%: as a lighter species, methane preferentially escapes. 
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ncounter exobase and resultant flowfield. While the majority of

he domain by volume can be well approximated by free-molecular

ow, we do find molecular collisions in the upper atmosphere

near the plutonian exobase) to be significant in shaping the flow-

eld, both by promoting flux from the plutonian exobase to Charon

nd by increasing the proportion of that flux generated on the

xobase’s anti-Charon hemisphere. Results for exobase parameters

nd rates of escape to vacuum and transfer to Charon are com-

ared against the pre-encounter literature and against the obser-

ations of New Horizons, matching well with the latter. 

Gas-transfer structures are noted in a binary atmospheric

onfiguration, including preferential deposition of material from

luto’s escaping atmosphere onto Charon’s leading hemisphere,

eaking at 315 ° E (45 ° W) along the equator. As the moon grav-

tationally focuses incident flow a high density structure forms in

ts wake, discussed in Appendix D . In the event of total diffuse re-
ection from Charon, a returning flux forms that is preferentially

irected toward Pluto’s trailing hemisphere. Charon is shown to

e capable of supporting a thin atmosphere at column densities

s high as 1.5 × 10 17 m 

−2 in simulations with a plutonian exobase

ondition similar to that observed by New Horizons and a diffusely

eflective boundary at Charon’s surface. Case B, computed from the

bserved NH exobase, yields a vacuum escape rate of 7 × 10 25 CH 4 

 

−1 in good agreement with that encountered ( Bagenal et al., 2016;

ladstone et al., 2016 ) and a rate of deposition onto Charon of

 × 10 24 s −1 of which ∼98% is methane. 

Improved boundary conditions for Charon anticipated in forth-

oming New Horizons results include frost properties, fractional

aps, and surface temperature distributions which will allow for

efined simulations of the transport of ‘hopping’ particles along

haron’s surface that inform the study of geologic features, like

he dark red region at Mordor Macula formed when methane cold-

rapped at Charon’s poles is photolytically processed into tholins

 Grundy et al. 2016 ). We have not considered the effects of UV ra-

iation or solar wind charge exchange in these simulations; given

luto’s extreme distance from the sun, we anticipate low loss rates

o photoprocesses. The NH results presented by Bagenal et al.

2016) suggest that upper atmospheric interactions with the solar 

ind do occur within our domain, but also that such interactions

re unlikely to influence our solutions given the low reported den-

ities of pick-up CH 4 (O[10 2 m 

−3 ]) close to Pluto. Such phenomena

ay be addressed in future work. Improvements to existing plu-

onian GCMs would allow for the hybridization of our DSMC with

uid models at the continuum-rarefied boundary. 
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Fig. 10. (Left) An instantaneous depiction of a subset of computational particles with mechanical energies in the range ±5 × 10 −23 J. The domain shown extends to 150,0 0 0 km 

from Pluto’s center, while the interior circle shows a portion of the computational domain extending to 30,0 0 0 km consistent with that depicted in Figs. 2, 7 , and 8 . The 

axes cross on the barycenter, and Charon’s position is marked with a cross. (Right) The trajectories of a narrower subset of these particles, ±2 × 10 −23 J, are shown over a 

20 h period to emphasize this spiral pattern. 

 

 

Table A.2 

Species parameters used in DSMC simulations. 

Species parameters N 2 CH 4 

Mass (kg) 4.652 × 10 −26 2.663 × 10 −26 

Diameter (m) 3.580 × 10 −10 4.830 × 10 −10 

Rotational DOF 2 3 

Vibrational DOF 1 4 

VHS Viscosity Exponent 0.68 0.84 

z  

T  

t

Appendix A. Details on DSMC simulations 

Table A.1 lists the relevant Pluto-Charon system parameters

used in this work, in comparison to those reported by New Hori-

Table A.1 

Parameters of Pluto–Charon system used in DSMC simulations. 

System parameters New horizons This work Tucker et al. (2015) 

Rotational period (d) 6.3872 6.3872 6.3657 

Rotational period (s) 551 ,854 551 ,857 550 ,0 0 0 

Radius, Pluto (km) 1187 ± 4 1185 1150 

Radius, Charon (km) 606 ± 3 603.5 606 

Mass, Pluto (10 22 kg) 1.303 ± 0.003 1.304 1.3 

Mass, Charon (10 21 kg) 1.586 ± 0.015 1.519 1.5 

Charon axis (km) 19,596 19,571 19,550 
Fig. A.1. (Left) Schematic of Pluto–Charon system used in simulations. (Right) A 3-D rep

lighting number densities about Charon. 
ons and employed in the Tucker et al. (2015) simulations, while

able A.2 records relevant DSMC species parameters. Figure A.1 de-

ails the Pluto-Charon system geometry applied in our model. 
resentation of the computed flowfield, demonstrating system geometry and high- 



W.A. Hoey et al. / Icarus 287 (2017) 87–102 99 

Fig. B.1. (Left) Schematic of the gradient of effective potential in the Pluto–Charon system, with Lagrange point coordinates indicated in white points, and Pluto and Charon 

in black. (Right) The trajectory of a test particle perturbed from L1 equilibrium, from initialization to 5 × 10 6 s. The system barycenter is marked in red, the L1 point in 

green, and the plutonian exobase in a black, dashed line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this 

article.) 
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Table C.1 

Exobase conditions reported in Tucker et al. (2015) employed as lower boundary 

conditions in the minimum, medium, and maximum solar heating cases addressed 

in Appendix C . 

Exobase conditions Minimum Medium Maximum 

Exobase radius (R P ) 5.3 6.84 9.8 

Temperature T (K) 87 79 66 

Jeans parameter λx 5.7 4.8 4.5 

Number density (10 11 m 

−3 ) 7.0 5.0 3.0 

Table C.2 

Results for DSMC simulations at the various solar heating cases and exobase param- 

eters. 

Solar heating Maximum Minimum Medium Medium 

case (DSMC) (Tucker) 

f num 10 26 10 26 10 26 < 10 28 

Flux into domain 

(10 28 /s) 

2.8 2.2 2.5 2.5 

Return flux into 

exobase (10 28 /s) 

2.2 2.1 2.3 > 2.0 

System escape (10 27 /s) 5.8 1.1 2.2 2.2 

Flux to Charon (10 26 /s) 2.1 0.36 0.80 0.57 

Ratio of Charon flux to 

System escape (%) 

3.6 3.3 3.6 2.6 
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ppendix B. A high-order scheme for particle trajectory 

ntegration 

A consideration of integrator accuracy is motivated by steep

radients in effective potential around each of the Lagrange points

s illustrated in Fig. B.1 (a), and the long time scales of settling

O[10 6 ] s) in system fluxes compared to the most limiting colli-

ion timescales (O[10 2 ] s). A simple but restrictive study may be

erformed by placing test particles at the five Lagrange points of

he system, all of which are unstable for the Pluto–Charon case,

nd determining the time it takes the particles to start moving

way from these positions. For such a case we find that, for the

nd-order scheme, it takes O[10 5 ] s for all five test particles to

epart their equilibrium positions. By comparison, for the higher-

rder RKPD scheme we employ in the DSMC simulations, only after

0 6 s are the L1 and L2 particles perturbed from their equilibrium

agrange positions, while after 5 × 10 6 s the L4 and L5 test particles

emain unmoved. A representative trajectory of an L1 test particle

s indicated in Fig. B.1 (b). Since transfer from Pluto to Charon oc-

urs roughly along their axis and through L1, we were therefore

otivated to use the RKPD higher-order scheme to ensure accu-

acy in this critical region. This higher-order and adaptively time-

tepped integrator also allowed us to use time-steps limited by the

ean time between collisions at the exobase ( ∼200 s) instead of

he O[1 s] time-steps used in applying the RK2 scheme in our prior

ork. An additional motivating factor was our observation of the

xistence of a class of particles that remain in flight over many

illions of seconds: even if such particles are unlikely to occupy

atellite orbits given Charon’s perturbative effect, integrating their

rajectories accurately was a priority. 

ppendix C. Simulations of the Tucker et al. (2015) heating 

ases 

The exobase boundary conditions reported in Tucker et al.

2015) for a series of solar heating conditions are employed in that

ork in free-molecular simulations of an escaping flow of nitro-

en at the medium solar heating condition. In this Appendix, 3-D

SMC simulations of each heating case are presented for an f num 

f 10 26 and for a molecular sticking condition at Charon’s surface.

hile the exobase values from Tucker et al. (2015) overestimate

he extent, escape rates, and nitrogen fraction of the observed plu-
onian atmosphere at the time of the New Horizons encounter,

ladstone et al. (2016) hypothesize that past nitrogen escape rates

ust have occasionally been much greater in order to explain the

rimarily erosional features on Pluto’s surface. These DSMC simu-

ations of transfer and escape for a variety of solar heating values

nd corresponding levels of exobase expanse are thus potentially

llustrative of Pluto and Charon’s past atmospheres. Table C.1 indi-

ates the lower boundary conditions employed in these DSMC sim-

lations, while Table C.2 reports the results for the fluxes into and

ut of the system for each case. The Tucker et al. (2015) case for

edium solar heating is included for comparison. Our DSMC sim-

lations are fully kinetic, representing collisions and physics ab-

ent from Tucker’s free-molecular calculation, and are about two

rders of magnitude better-resolved in particle count (related to

 num 

). 

The high resolution of the present calculations allows for the

hree-dimensional visualization of their flowfields ( Figs. C.1 and

.2 ), which demonstrate the archetypal features of a bridging
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Fig. C.1. Ratios of local to exobase number density through the flowfield for steady-state solutions of the minimum and maximum heat cases from Tucker et al. (2015) . The 

outer dashed circle for each system is drawn at 20 R P and corresponds to a factor of O[10 2 ] decrease in number density for the relatively compact minimum-heat escaping 

atmosphere, versus a factor of O[10 1 ] depletion for the expansive maximum-heat case. 

Fig. C.2. A steady-state 3-D flowfield computed for the medium heating case ( Tucker et al. 2015 ), which shows comparable structure to the Case A and B results (compare 

to Figs. 2 and 7 ). 
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o  
structure arcing wakeward through the L1 point, preferential de-

position onto Charon’s leading hemisphere, and an asymmetric

distortion of the number density field behind Charon also visible

in Cases A and B. It is notable that in the maximum-heat case,

with the exobase extended fully 9.8 R P and nearly to the L1 point,

Charon retains an atmosphere of order exobase density, even as all

particles incident on its surface stick. 
p  
ppendix D. The Bondi–Hoyle–Lyttleton accretion problem 

An interesting result that emerges from simulations of rar-

fied gas dynamic transfer in the plutonian system is the apparent

ontradiction between the peak depositional flux from Pluto ori-

nted onto Charon’s leading hemisphere, opposite the occurrence

f the peak flowfield density in Charon’s wake. In explaining this

henomenon, an analogy can be made between Charon travelling
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Fig. D.1. Contours of normalized density calculated for the analytic solution to the 

BHL accretion problem applied to Charon. All material between the (solid) critical 

trajectory and the axis will be incident onto Charon’s face, while all other material 

will, in the accretion problem, be drawn through the symmetry axis in Charon’s 

wake. If we consider that Charon impedes trajectories with initial impact parame- 

ters less than ζ CR , the analytic density solution to the BHL problem is invalid be- 

tween solid and dashed trajectories. 
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hrough Pluto’s escaping atmosphere and a point mass traveling on

 linear path through an infinite, uniform-density gas cloud. 

The Bondi-Hoyle-Lyttleton accretion problem considers the

ravitational focusing of such a cloud in the wake of a rapidly-

ravelling star and can be stated as an axisymmetric problem in

ylindrical coordinates, with ζ an impact parameter represent-

ng distance normal to the symmetry axis infinitely far from the

tar, and v ∞ 

a freestream velocity oriented along that axis. Edgar

2004) presents a useful derivation of BHL theory in a polar co-

rdinate system with its center at the point mass, followed here.

he equations of motion and conservation of angular momentum

or this system are: 

¨
 − r ˙ θ2 = −GM 

r 2 
(D1) 

 

2 ˙ θ = ζv ∞ 

(D2) 

With a substitution of variables and application of the axisym-

etric, steady-state continuity equation, analytic solutions for the

adial coordinate r and flowfield density ρ are derived as functions

f θ and ζ . 

 = 

ζ 2 v ∞ 

2 

GM ( 1 + cos θ ) − ζv ∞ 

2 sin θ
(D3) 

= 

ρ0 ζ 2 

r sin θ ( 2 ζ − r sin θ ) 
(D4) 

For gas in the infinite cloud, the velocity ( v ∞ 

) of the mass effec-

ively acts as a hyperbolic excess velocity, as expressed in Eq. D5 .

olving for velocity components and setting the radial component

o zero at Charon’s radius, R , allows for an expression of the impact

arameters of the critical family of hyperbolae which will pass just

angent to the surface of Charon. 

 

2 = v ∞ 

2 + 

2 GM 

r 
= v r 2 + v θ 2 (D5) 
Table D.1 

Comparison of BHL model for flux to Charon vs. full 3-D calcu

Parameters Case A DSMC Case

n ∞ at Charon (10 9 m 

−3 ) ∼5 ∼0.8

Flux to Charon, BHL (10 24 /s) ∼11 ∼1.8

Flux to Charon, 3-D model (10 24 /s) 14–15 2.0 
ζCR 

R 

= 

√ 

1 + 

2 GM 

R v ∞ 

2 
(D6) 

Given a point of Charon’s mass traveling through an infinite and

niform cloud of density ρ0 in a straight line at Charon’s angular

elocity of ∼199.4 m/s, Figure D.1 . represents the analytic solution

o the cloud’s normalized density. The critical, surface-tangent hy-

erbolae in this case have impact parameters of ζ CR =3.102 R , and

re drawn in black (the dashed trajectory is the continuation of the

olid trajectory across the symmetry axis). All material ahead of

he point mass and within ζ CR will be drawn into Charon’s lead-

ng hemisphere, and all remaining material will be focused into

haron’s wake. The distance behind Charon’s center at which the

onvergence of these tangent trajectories occurs can be expressed:

D CR 

R 

= 1 + 

R v ∞ 

2 

2 GM 

(D7) 

For Charon’s parameters, this convergence occurs 0.1160 R be-

ind Charon’s trailing hemisphere. If Charon were to be considered

s a body with radius R capable of impeding the flow, instead of a

oint, no trajectories would pass through the region between this

onvergence and Charon for the BHL problem. 

The BHL analysis demonstrates how gravitational focusing

raws material into Charon’s leading hemisphere while increasing

ensity in its wake as Charon travels through Pluto’s escaping at-

osphere. There are a number of simplifications that cause depar-

ure from this result in the DSMC simulations. Charon travels on a

early circular orbit about the system barycenter, not in a straight

ine, and Pluto exerts a perturbing gravitational influence on the

ow about its moon. Furthermore, Charon travels through a non-

niform gas cloud with a complex and non-equilibrium velocity

istribution. These effects deflect the focused density in Charon’s

ake from the BHL problem’s symmetry axis and shift the loca-

ion of peak deposition onto Charon from the moon’s leading face

owards its sub-Pluto face, as evident in Figs. 2 and 3 , respectively.

he wide distribution of particle velocities and trajectories in the

scaping plutonian flow also produces trajectories that are incident

nto Charon’s trailing hemisphere, where the BHL problem sug-

ests no deposition will occur. 

In addition to its utility as a simple model for the gravitational

ocusing process, the BHL analysis can be useful in explaining the

hollow’ regions in the density field that form behind Charon and

head of the density convergence (particularly evident in the top-

ight panel of Fig. 7 ) and in estimating the total flux onto Charon’s

urface given the average flowfield density at Charon’s distance. 

Consider the critical convergence distance for the Charon

ystem derived in Eq. D7 . The BHL analysis for a spherical mass

redicts that the region bounded by the moon and these hyper-

olae form a wakeward region of zero density that extends to,

iven Charon’s parameters, 0.1160 R . While the nonequilibrium and

arefied nature of the flow at Charon’s distance from Pluto ensures

hat some class of particles will have trajectories that do carry

hem through this ‘shadow region,’ the BHL prediction aligns with

resence and extent of the small pockets of low density visible

etween Charon and the high-density wake region evident in

ig. 4 (b) and the top-right panel of Fig. 7. 
lations. 

 B DSMC Med. Heat DSMC Med. Heat (Tucker) 

 ∼30 ∼23 

 ∼66 ∼51 

80 57 
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Likewise, an accurate analytic estimate of the total flux to

Charon can be made given only a density result at Charon’s dis-

tance from Pluto in a 1-D simulation. As all particles within

the BHL problem’s critical hyperbolae will be incident onto the

sphere’s face, this net number flux can be expressed 

ζ 2 
CR 

(
πR 

2 v ∞ 

)
n ∞ 

, (D8)

which, for Charon’s parameters, reduces to 2.195 ×10 15 n ∞ 

s −1 for

a number density in #/m 

3 . Estimates from this simple model are

compared to the results of the Tucker et al. (2015) and our DSMC

simulations of fully three-dimensional flowfields in Table D.1 .,

given only n ∞ 

as the number density at Charon’s distance, roughly

estimated by the flowfield-averaged (or 1-D if available) density at

Charon’s distance. 
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