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a b s t r a c t 

The Alice instrument on NASA’s New Horizons spacecraft observed an ultraviolet solar occultation by 

Pluto’s atmosphere on 2015 July 14. The transmission vs. altitude was sensitive to the presence of N 2 , 

CH 4 , C 2 H 2 , C 2 H 4 , C 2 H 6 , and haze. We derived line-of-sight abundances and local number densities for 

the 5 molecular species, and line-of-sight optical depth and extinction coefficients for the haze. We 

found the following major conclusions: (1) We confirmed temperatures in Pluto’s upper atmosphere 

that were colder than expected before the New Horizons flyby, with upper atmospheric temperatures 

near 65–68 K. The inferred enhanced Jeans escape rates were (3–7) × 10 22 N 2 s −1 and (4–8) × 10 25 

CH 4 s −1 at the exobase (at a radius of ∼ 2900 km, or an altitude of ∼1710 km). (2) We measured CH 4 

abundances from 80 to 1200 km above the surface. A joint analysis of the Alice CH 4 and Alice and REX 

N 2 measurements implied a very stable lower atmosphere with a small eddy diffusion coefficient, most 

likely between 550 and 40 0 0 cm 

2 s −1 . Such a small eddy diffusion coefficient placed the homopause 

within 12 km of the surface, giving Pluto a small planetary boundary layer. The inferred CH 4 surface 

mixing ratio was ∼ 0.28–0.35%. (3) The abundance profiles of the “C 2 H x hydrocarbons” (C 2 H 2 , C 2 H 4 , 

C 2 H 6 ) were not simply exponential with altitude. We detected local maxima in line-of-sight abundance 

near 410 km altitude for C 2 H 4 , near 320 km for C 2 H 2 , and an inflection point or the suggestion of a 

local maximum at 260 km for C 2 H 6 . We also detected local minima near 200 km altitude for C 2 H 4 , 

near 170 km for C 2 H 2 , and an inflection point or minimum near 170–200 km for C 2 H 6 . These compared 

favorably with models for hydrocarbon production near 30 0–40 0 km and haze condensation near 

200 km, especially for C 2 H 2 and C 2 H 4 (Wong et al., 2017). (4) We found haze that had an extinction 

coefficient approximately proportional to N 2 density. 

© 2017 Elsevier Inc. All rights reserved. 
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. Introduction 

We report here on the ultraviolet solar occultation by Pluto’s

tmosphere observed with the Alice spectrograph on NASA’s New

orizons spacecraft. Ultraviolet occultations have proven invalu-

ble for measuring the structure and composition of the other two

 2 -rich atmospheres in the outer solar system, Titan ( Smith et al.,

982 ; Herbert et al., 1987 ; Koskinen et al., 2011 ; Kammer et al.,

013 ; Capalbo et al., 2015 ) and Triton ( Broadfoot et al., 1989 ;

erbert and Sandel, 1991 ; Stevens et al., 1992 ; Krasnopolsky et al.,

992 ). By observing how the absorption by molecular species and

xtinction by haze particles vary with altitude as the Sun passes

ehind an atmosphere, it is possible to measure their vertical den-

ity profiles, and infer the pressure and temperature from the den-

ity of the majority species. Because pressure, temperature and

omposition are central to nearly every aspect of atmospheric

cience, the Pluto ultraviolet (UV) solar occultation was ranked

s a Group 1 (required) observation for the New Horizons mis-

ion ( Young et al., 2008 ). The UV solar occultation drove aspects

f both the design of the Alice Ultraviolet Imaging Spectrograph

 Stern et al., 2008 ) and the mission design of the New Horizons

yby past Pluto ( Guo and Farquhar, 2008 ). We built the Alice in-

trument to observe the occulted solar flux from 52 to 187 nm,

overing absorption by the N 2 continuum on the short end and ex-

inction by haze on the long end. We designed the spacecraft tra-

ectory to pass through the Sun and Earth shadows of both Pluto

nd Charon, nearly diametrically for Pluto. 

The UV solar occultation occurred from approximately 2015 July

4 12:15 to 13:32 UTC (spacecraft time). Roughly one terrestrial

ay later, at approximately 2015 July 15 12:38 UTC (ground re-

eipt time), we received confirmation that the observations were

uccessful and that the spacecraft successfully flew through Pluto’s

olar shadow. Downlink data volume constraints meant that this

rst “contingency download” of the UV solar occultation contained

nly the Alice housekeeping data, which included the total num-

er of photons detected across all wavelengths each second; these
ig. 1. The Alice Solar Occultation Channel (SOCC), Pluto, and the Sun at the time of sola

ew Horizons. The REX field of view (yellow circle, indicating the 1.2 ° diameter of the RE

the blue “box” and “slot”) had the box portion centered on the Sun (white Sun symbol).

hows the scale of Pluto at ingress and egress, and a latitude-longitude grid (at 30 ° inte

eferences to color in this figure legend, the reader is referred to the web version of this 
ata were discussed by Stern et al. (2015) . The full downlink

f the Pluto solar occultation (0.67 Gigabits) was completed on

015 Oct 2. Initial analysis of Pluto’s ultraviolet solar occultation

 Gladstone et al., 2016 ) presented line-of-sight column abundances

aka light-of-sight column densities) of N 2 , CH 4 , C 2 H 2 , C 2 H 4 , and

 2 H 6, and the local densities of N 2 , CH 4 , C 2 H 2 , and C 2 H 4 . 

This paper extends the analysis of Gladstone et al. (2016) in the

ollowing ways: (i) it uses an improved reduction of the raw ob-

ervations, and includes more details about the observation and

eduction process, (ii) it presents error analysis, including corre-

ations between the measurements of various species, (iii) it in-

ludes analysis of extinction by haze at the long-wavelength end

f the Alice range, (iv) it improves or extends the density retrievals

f N 2 , CH 4 , C 2 H 2 , C 2 H 4 , C 2 H 6 and haze, and (v) it includes a joint

nalysis with new results from the New Horizons radio occultation

 Hinson et al., 2017 ). 

. Observations and reduction 

We recap here the salient features of the Alice ultraviolet

pectrograph on the New Horizons spacecraft and its observa-

ion of Pluto’s atmosphere during the solar occultation. Alice

which is a name, not an acronym) is described in more detail

n Stern et al. (2008) , and a previous Alice stellar occultation by

upiter is described in Greathouse et al. (2010) . Alice is an imaging

pectrograph that has a bandpass from 52 to 187 nm, with a pho-

ocathode gap from 118 to 125 nm designed to decrease the count

ate near Ly- α. Alice has two data collection modes (pixel list and

istogram), two adjoined slit elements (a wider 2 ° × 2 ° “box”

nd a narrower 4 ° × 0.1 ° “slot”), and two apertures (the lower-

hroughput “solar occultation channel” or SOCC and the higher-

hroughput “airglow aperture”). For the Pluto solar occultation, we

sed the pixel list data collection mode for higher time cadence.

e also placed the Sun in the “box” to avoid slit losses, and used

he SOCC to avoid oversaturation and to observe the UV solar oc-

ultation simultaneously with the radio earth occultation ( Fig. 1 ). 
r ingress at 2015 Jul 14 12:44 UT (left) and egress at 12:55 UT (right) as seen from 

X 3 dB beamwidth) was centered on the Earth (white Earth symbol). The Alice slit 

 The figure is oriented with celestial North up and East to the left. This figure also 

rvals) on Pluto. The southern (winter) pole was in view. (For interpretation of the 

article). 
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Fig. 2. The locations of ingress (dusk) and egress (dawn) of the solar occultation by Pluto. 
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Fig. 3. Average count-rate image of the unocculted Sun. The solar spectrum was 

contained primarily in rows 20 and 21. The detected background flux was lower 

near 121.6 nm, where the photocathode gap was designed to have lower sensitivity. 

We extracted the total solar spectrum by a simple sum of rows 19–22, inclusive. The 

features centered near [90 nm, row 10], [150 nm, row 12], and [180 nm, row 15] 

were all instrumental artifacts or ghosts, whose contribution was negligible (they 

are seen in the plot because the count rates are plotted in a logarithmic scale). 
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The SOCC is roughly co-aligned with the field of view of REX

(Radio Experiment, Tyler et al., 2008 ), to allow for simultaneous

observations of the solar and the uplink radio occultations. During

the Pluto solar occultation, we centered the REX field of view on

Earth ( Fig. 1 ), which placed the Sun within a few tenths of a de-

gree from the center of the 2 ° × 2 ° “box.” Thrusters were fired to

keep REX centered on the Earth to within 0.0143 ° (deadband half-

width). Thus, the Sun moved only slightly within the 2 ° × 2 ° “box”

during the solar occultation observation. 

The Sun’s diameter as seen from New Horizons in July 2015

was 0.016 °, which was much smaller than the size of the box

and slightly smaller than the Alice pixel size (Alice pixels subtend

0.019 ° in the spectral axis, and 0.308 ° in the spatial axis). Pluto, by

contrast, was large compared to the box ( Fig. 1 ), varying from 3.0 °
at 2015 July 14 12:41 UT, when Pluto first entered the box, to 2.2 °
at 13:01 UT, when Pluto exited the box. 

The locations probed by the solar occultation depended only

on the relative positions of the Sun, Pluto, and New Horizons,

and not on the pointing of the Alice field of view. Pluto passed

across the Sun at a sky-plane velocity (that is, the compo-

nent of the velocity perpendicular to the spacecraft-Sun line) of

3.586 km s −1 , so it took ∼11 min for the solid body of Pluto

to pass across the Sun. (This is slightly faster than the Earth’s

sky-plane velocity of 3.531 km s −1 during the Earth occultation;

Hinson et al., 2017 .) Solar ingress occurred at longitude 195.3 °E,

latitude 15.5 °S, while egress occurred at longitude 13.3 °E, lati-

tude 16.5 °N ( Gladstone et al., 2016 ). Thus, ingress probed the at-

mosphere just off of the southern tip of the left-hand side of

the bright heart-shaped feature, informally named Sputnik Plani-

tia, and egress probed the atmosphere near the transition between

dark equatorial regions and the mid-latitude areas ( Fig. 2 ). 

The observations were designed to observe the solar flux prior

to ingress and after egress, to directly measure the unocculted so-

lar flux. The timing had to account for possible differences be-

tween the nominal and actual trajectory (that is, the uncertainties

in the final trajectory correction maneuver). In order to be robust

in case of a spacecraft Command and Data Handling (C&DH) re-

set or a problem with the Alice instrument, the Pluto solar UV

occultation was commanded as two separate observations, called

PEAL_01_Pocc and PEAL_01_PoccEgress. These spanned 2015 Jul 14

12:15:27 to 12:50:35 and 12:53:12 to 13:32:51 UTC, respectively,

with a planned, precautionary Alice power reset between the two

observations. 
t  
Observations were taken in “pixel list” mode, in which each de-

ected photon is tagged with its location on the detector. Effec-

ively, this location was a measure of which of the 1024 spectral

nd 32 spatial pixels was stimulated by each detected photon. The

ixel resolution was 0.177–0.183 nm pixel −1 , which Nyquist sam-

les the instrumental spectral resolution (0.35 nm when operated

n pixel list mode). Timing was determined by the insertion of spe-

ial “time hack” values into the instrument’s memory buffer every

 ms. This 4 ms timing was much finer than that required for the

nalysis presented here, and we summed the counts into 1-s time

ins. This resulted in a 1024 by 32 pixel image of counts per sec-

nd at each 1-s interval, called a count rate image. Fig. 3 shows the

verage of 100 one-second count rate images of the unocculted so-

ar flux. 

The extraction of the 1-s count-rate spectra from the pixel list

ata is detailed in Appendix A . In brief, we corrected for dead

ime, constructed 2-D count-rate images from the pixel stream
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Fig. 4. A. The entire occultation displayed as one-second count rate spectra as a function of the tangent radius and wavelength. To distinguish ingress and egress, we plot 

egress tangent radii as negatives. B. Observed transmission spectra, plotted linearly from −0.1 to 1.1 as a function of tangent radius ( X axis) and wavelength ( Y axis). C. 

Model spectra (See Sections 3 and 4 ). Pluto’s radius is also indicated by vertical lines, at 1190 km. Transmission is plotted from −0.1 to 1.1 to show the scatter around the 

upper and lower baselines. The high transmission for most wavelengths less than 70 nm even during the Pluto solid body occultation is an indication of the difficulty in 

normalization when there is low solar flux. The black “no data” periods in this figure are during the commanded Alice power reset described in the text. 
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t 1-s resolution ( Fig. 3 ), extracted a 1-D spectrum by summing

ows 19–22 and corrected the wavelength scale for detector tem-

erature and spacecraft pointing. We then corrected for localized

hanges in sensitivity vs. time (or gain sag ), and dark counts. The

esulting 1-s count-rate spectra are shown in Fig. 4 A. These spec-

ra show the dominance of solar lines, especially at shorter wave-

engths. Also evident is time-variable absorption by the repeller

rid, as described in Appendix A (e.g., in the interrupted solar line

t 160 nm). Therefore, we also constructed a reference solar spec-

rum (and its formal error) that models the unocculted count rate

or each one-second count-rate spectrum. These steps resulted in
he 1-s count-rate spectra and reference spectra and formal error

s. tangent radius used in this analysis and included in the supple-

entary materials ( Appendix B ). We show the result of dividing

ach one-second count rate spectrum by its reference solar spec-

rum in Fig. 4 B; although we fit model to data in count rate spectra

ather than transmission, the transmission is useful for visualiza-

ion. 

The reference solar spectra were also used as a consistency

heck on our model of the solar spectrum at sub-pixel resolution,

escribed in Appendix A . A model solar spectrum S , (pho-

on cm 

−2 s −1 nm 

−1 ) was constructed from SUMER reference
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Fig. 5. Top: Ar lamp spectra over a 30-nm window (left) and the full Alice range (right), showing the effectiveness of our adopted line-spread function (LSF). Blue shows the 

pre-launch lab data. Red shows a selection of lines (dashed) convolved with the constructed line-spread function (see text). Middle: same, for Ne. Bottom: Solar spectrum in 

counts per pixel per second from the unocculted Alice data (blue), and modeled from SOHO/SUMER (yellow) and TIMED/SEE (red), convolved with the line-spread function, 

k ∗R . Black dots show the wavelengths where grid shadows are predicted to decrease the solar flux. These align well with the observed localized decreases in the observed 

unocculted solar flux. The dashed lines show the wavelengths of the transition into the photocathode gap, which were shifted as described in Appendix A . The shifted 

wavelengths of the transitions are 117.803–118.235 nm and 125.844–126.349 nm. The count rate for the unocculted Sun ranged from ∼0.1 to ∼10 0 0 counts pixel −1 s −1 . (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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spectra ( Curdt et al., 2001 ), and TIMED/SEE observations

( Woods et al., 2005 ). The unocculted solar rate ( R ( λ), counts

pixel −1 s −1 ) is 

R ( λ) = S ( λ) A e f f ( λ) δ( λ) (1)

where A eff is the effective aperture (cm 

2 ) and δ is the pixel reso-

lution (nm pixel −1 ). The observed reference (e.g., unocculted) solar

spectra D ref (counts pixel −1 s −1 ) for a given pixel index, i , and time,

t is given by 

D re f ( i ( λ) , t ) = a ( i ( λ) , t ) [ k ( λ) ∗ R ( λ) ] (2)

k is the normalized convolving kernel, or line-spread function

(with 

∗ indicating convolution) and a ( i, t ) is a unitless correction

factor to the effective area. The Gaussian core of our constructed

line-spread function has a full-width half-maximum of 0.33 nm;

See Appendix A for the full prescription. Fig. 5 shows (i) the ability

of the constructed line-spread function to match both pre-launch

spectra and solar lines, (ii) the match between the observed and

modeled solar spectra, and (iii) the magnitude of the effective area

correction, a , which is the ratio of the observed spectra (blue) and

k ∗ R (yellow and red). 

3. Cross sections 

For the ultraviolet solar occultation by Pluto observed by New

Horizons, the refraction of Pluto’s atmosphere can be ignored

( Hinson et al., 2017 ), making the geometry of the occultation sim-

ple ( Fig. 6 ). The ray connecting the Sun and the New Horizons

spacecraft has a minimum distance to the body center, called the

tangent radius, r’ , which can be defined by the surface radius, r s ,

and the height of the tangent point above the surface (the tangent

height), h , by r’ = r s + h . At a distance along the ray, x , defined as

0 at the tangent point, the relationship between the radius in the

atmosphere along the ray, r , and the tangent radius is simply r 2 =
r’ 2 + x 2 . We can define the radius in the atmosphere as the sum

of the surface radius and the altitude, z , by r = r s + z . 
The incident UV solar flux is diminished by the absorption of

n occulting atmosphere (e.g., Smith and Hunten, 1990 ). The line-

f-sight transmission, Tr , is a function of the line-of-sight optical

epth, τ , 

 r 
(
r ′ , λ

)
= exp 

[
−τ

(
r ′ , λ

)]
(3)

hich is itself a function of tangent radius, r’ , and wavelength, λ:

(
r ′ , λ

)
= 

∫ ∞ 

−∞ 

(∑ 

s 

n s ( x ) σs ( x, λ) 

)
dx (4)

here n s is the local number density of species s , and σ s is the

ross-section of species s . If the cross sections can be approximated

s constant along the line-of-sight, Eq. (4) simplifies to (
r ′ , λ

)
= 

∑ 

s 

N s σs ( λ) (5)

here N s is the line-of-sight abundance of species s , defined by 

 s 

(
r ′ 
)

= 

∫ ∞ 

−∞ 

n s ( x ) dx (6)

The transmission, Tr , is weighted by the solar rate, R , before be-

ng convolved by the line-spread function, k , (with 

∗ indicating the

onvolution integral) and multiplied by an adjustment factor to ac-

ount for factors such as the repeller grid, a , in a manner similar

o the unocculted flux ( Eq. 2 ) 

 ( i, t ) = a ( i, t ) [ k ( λ) ∗ ( R ( λ) T r ( λ) ) ] (7)

In practice, the observed reference solar spectra and Eq. (2) are

sed to eliminate the adjustment factor, a , giving 

 ( i, t ) = D re f ( i, t ) 
k ( λ) ∗ ( R ( λ) T r ( λ) ) 

k ( λ) ∗ R ( λ) 
(8)

If the kernel is sharp compared to the variation in the trans-

ission or solar flux, then Eq. (8) reduces to the simple D ( i,t ) =
 ref ( i,t ) Tr ( λ), as expected. 
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Fig. 6. The geometry of the UV solar occultation. Light from the Sun (left) passes to the detector (right) on essentially a straight line. The minimum distance between the 

ray and the body center is the tangent radius, r’ , which can be expressed as r’ = r s + h , where r s is the surface radius and h is the tangent height. The solar flux is affected 

by the atmosphere along the entire line-of-sight, at different locations along the ray passing through the atmosphere, x , with x = 0 at the tangent point. 

Table 1 

Absorption cross sections and sources. 

Formula Name Source 

N 2 Nitrogen Shaw et al. (1992) (318.15 K); Chan et al. (1993a) (298 K); Heays (2011) (70–140 K) 

CH 4 Methane Kameta et al. (20 02) (298 K); Chen and Wu (20 04) (150 K); Lee et al. (20 01) (295 K) 

CO Carbon Monoxide Chan et al. (1993b) (298 K); Visser et al. (2009) (40–120 K); Stark et al. (2014) (40–120 K) 

C 2 H 6 Ethane Kameta et al. (1996) (298 K); Chen and Wu (2004) (150 K); Lee et al. (2001) (295 K) 

C 2 H 2 Acetylene Cooper et al. (1995) (298 K); Nakayama and Watanabe (1964) (295 K); Wu et al. (2001) (150 K) 

C 2 H 4 Ethylene Cooper et al. (1995) (298 K); Wu et al. (2004) (140 K). 

HCN Hydrogen cyanide Barfield et al. (1972) (see text); West (1975) ( ∼298 K) 

Hazes Cheng et al. (2017) 
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a  
Sections 4 and 5 describe the derivation of line-of-sight abun-

ances in Pluto’s atmosphere from the solar occultation data.

able 1 presents a list of species known to be in Pluto’s at-

osphere, either from prior analysis of New Horizons data

 Stern et al., 2015 ; Gladstone et al., 2016 ) or ground-based obser-

ations (e.g., Lellouch et al., 2011, 2017 ). The cross sections of the

nown species are plotted in Fig. 7 . 

Nitrogen (N 2 ). The ultraviolet cross section ( Fig. 7 ) of molecu-

ar nitrogen (N 2 ) is dominated by the ionization continuum short-

ard of the B 2 �u 
+ threshold at 66.123 nm (e.g., Huffman et al.,

963 ). From 66.123 to ∼100 nm, the spectrum becomes increas-

ngly dominated by transitions to electronic states. Pre-dissociation

omplicates the determination of the individual line oscillator

trengths. For this work, we used the measurements of Shaw et al.

1992) shortward of 78.6 nm, taken at 45 °C (318 K), which have

 resolution of 0.02 nm. For the continuum, near 60 nm, the Shaw

t al. absorption cross sections are within a few percent of mea-

urements at 298 K ( Chan et al., 1993a; Lee et al., 1973; Sam-

on et al., 1977; Samson et al., 1987; Samson and Cairns, 1964;

ight et al., 1976 ) or at 295 K ( Huffman 1969; Wainfan et al.,

955 ); one does not expect much variation with temperature at

ow pressures because the absorption is mostly due to ionization

 Capalbo et al., 2015 ). In the wavelength range dominated by the

lectronic states, the Shaw et al. resolution is narrow compared

ith the width of solar lines ( ∼0.1 nm), and narrow enough to

eparate one band from another (typical spacing ∼0.1–0.5 nm),

ut not narrow enough to resolve the individual lines. At wave-

engths longward of 84 nm, we used the semi-empirical coupled-

hannels calculations in Heays (2011) calculated at 0.005 nm
esolution at 40–120 K (at 10 K resolution) and at 300 K. Even

he semi-empirical coupled-channels calculations underestimated 

he cross sections shortward of ∼84 nm, because the model can-

ot keep up with the expanding number of Rydberg states, so we

sed Chan et al. (1993a) between 79.6 and 84 nm. Rayleigh scatter-

ng by N 2 was not included; it is only 3.2 × 10 −23 cm 

−2 at 100 nm

nd 6.6 × 10 −25 cm 

−2 at 175 nm. 

Methane (CH 4 ) . The UV absorption due to CH 4 ( Fig. 7 ), and all

he alkanes, has both continuum absorption and broad Rydberg

xcitations that, unlike the narrow N 2 absorptions, are resolvable

y most modern laboratory UV detectors ( Chen and Wu, 2004 ).

he CH 4 cross section is characterized by a shoulder near 140 nm.

n this work, we used the 298 K measurements of Kameta et al.

2002) from 55 to 120 nm, Chen and Wu (2004) at their coldest

easurement of 150 K at 120–142 nm, and Lee et al. (2001 ; 295 K)

ongward of 142 nm. We scaled Kameta et al. (2002) and Lee et al.

2001 ) measurements to match that of Chen and Wu (2004) at 120

nd 142 nm respectively, to avoid adding a discontinuity that fit-

ing routines might treat as a spurious absorption edge. The effect

f the warmer temperatures for the Kameta et al. and Lee et al.

easurements were minor; Chen and Wu (2004) showed that the

ontinuum shortward of 138 nm increases with decreasing temper-

ture by only 2–5% per 100 K. Furthermore, we found that C 2 H 6 

bsorption in Pluto’s atmosphere dominated the CH 4 absorption

ongward of ∼140 nm, so that even this small change in cross sec-

ion with temperature on the shoulder had little effect on the total

ptical depth. 

Carbon Monoxide (CO) . CO ( Fig. 7 ), like N 2 , has narrow lines that

re subject to saturation, or self-shielding (e.g., Visser et al., 2009 ),
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Fig. 7. Absorption cross section vs. wavelength for the species known to be present in Pluto’s atmosphere ( Table 1 ). 
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which can give misleading results for calculations that do not re-

solve the lines. For this analysis, we used the data of Chan et al.

(1993b) shortward of 90 nm, taken at 298 K. Shortward of 90 nm,

the lack of high-resolution or low-temperature spectra did not hin-

der our analysis of the Pluto solar occultation, since it is known

from other measurements that the CO mixing ratio was less than

0.1% of N 2 ( Lellouch et al., 2011 , 2016). Longward of 90 nm, we

used a combination of the Visser et al. (2009) cross sections with

the data published in Stark et al. (2014) , generated at 10 K inter-

vals from 40 to 120 K, at ∼2.7 × 10 −5 nm resolution (Alan Heays,

personal communication). 

Ethane (C 2 H 6 ) . Like CH 4 and the other alkanes, C 2 H 6 ( Fig. 7 ) is

characterized by continuum absorption and broad Rydberg excita-

tions ( Chen and Wu, 2004 ). As described by Chen and Wu (2004) ,

the shoulder for C 2 H 6 is at a longer wavelength than for CH 4 , a

lighter alkane than C 2 H 6 . Longward of its absorption threshold,

C 2 H 6 has two diagnostic features at 155 and 157 nm. Similarly

to CH 4 , we used the data of Kameta et al. (1996) measured at

298 K shortward of 120 nm, the data from Chen and Wu (2004) at

150 K, their coldest temperature, for 120–150 nm, and Lee et al.

(2001 ) at 295 K longward of 150 nm. We used the measurements

of Chen and Wu (2004) taken at 370, 295, and 150 K to evaluate

the expected effect of using 150 K for our extractions. In the range

measured by Chen and Wu (2004) , they showed that the broad

Rydberg bands are slightly stronger at lower temperatures, so that

e.g., the feature at the start of the shoulder at 142 nm would be

23% stronger at 70 K than at 295 K, based upon extrapolating from

the measurements made at 150 K, 295 K, and 370 K. This particular

feature is not diagnostic in the New Horizons Pluto solar occulta-

tion. The two features just shortward of 160 nm are longward of

the Chen and Wu (2004) range. The broad shoulder between 140

and 150 nm (and its offset from methane’s shoulder) is one of the

constraining features of ethane, and this is not greatly affected by

temperature. At the end of Section 4 , we discuss the effect that us-

ing hydrocarbon cross sections measured at 140–150 K had on the

retrieved line-of-sight abundances. 

Acetylene (C 2 H 2 ) . The spectrum of C 2 H 2 ( Fig. 7 ) has a com-

plex and diffuse structure longward of 154 nm, and sharper and

more well-defined features 140–154 nm ( Wu et al., 2001 ). These

sharper features are the more diagnostic ones for the Pluto solar

occultation, including assorted features 110–135 nm, and more im-
ortantly, three bands at ∼143.8, 148.0, and 152.0 nm. Cross sec-

ions from Cooper et al. (1995) , measured at 298 K, extend from

hortward of the Alice range, but are relatively coarse (3.8 nm

pacing) near 100 nm. We transitioned from Cooper at el. to the

akayama and Watanabe (1964) 295 K cross section at the short

nd of the Nakayama and Watanabe span, at 105.2 nm, and then to

he Wu et al. (2001) measurements at 150 K longward of 117 nm. 

Ethylene (C 2 H 4 ). In Alice’s spectral range, the cross section of

 2 H 4 ( Fig. 7 ) has an underlying continuum that peaks at 125 and

63 nm, exhibits a series of sharp bands near and shortward of

74.4 nm, weak bands near and shortward of 150.2 nm, and a

omplicated series of bands ∼124–144 nm ( Wu et al., 2004 ). In

his work, we used the cross sections of Cooper et al. (1995) mea-

ured at 298 K shortward of 115.6 nm, and the cross sections from

u et al. (2004) measured at 140 K longward of 115.6 nm. 

Hydrogen cyanide (HCN) . We used the cross section of HCN

 Fig. 7 ) compiled in Huebner et al., 1992 , which synthesizes the

ross section from the atomic cross sections of H, C, and N short-

ard of 90.0 nm ( Barfield et al., 1972 ), and uses West (1975) long-

ard of 105.0 nm. 

Hazes . The composition of the hazes (cross section not plotted)

s a current subject of study, as is their sizes and spherical vs. ag-

regate nature. The hazes were the dominant absorbers in the so-

ar occultation longward of 175 nm, and contribute significantly to

he absorption longward of ∼150 nm. Using Mie scattering the-

ry and the UV optical constants of tholin particles ( Khare et al.,

984 ), we found that the haze cross section was nearly flat over

75–188 nm (variation less than 3%) for particles larger than 0.2 μ.

s reported in Cheng et al. (2017) , the scattering properties of the

aze varied with altitude, being consistent with 0.5 μm spherical

articles below 45 km altitude, transitioning to fractal aggregates

t higher altitudes. Since it is not likely that the haze cross sec-

ion was constant with altitude, we derived haze optical depth in

lace of line-of-sight abundance, and extinction coefficient in place

f number density. 

. Line-of-sight abundances: hydrocarbons and haze 

The retrieval of N 2 , CH 4 , C 2 H 6 , C 2 H 2 , C 2 H 4 , and haze line-of-

ight abundances presented in this paper was performed individ-

ally at each altitude, in a method very similar to that used in
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Fig. 8. Line-of-sight abundance of CH 4 (red, ingress; pink, egress), C 2 H 6 (brown, ingress; mustard, egress), C 2 H 2 (dark green, ingress; light green, egress), C 2 H 4 (dark blue, 

ingress; light blue, egress). For haze (dark purple, ingress; light purple, egress), we plot 10 15 times the line-of-sight optical depth (that is, optical depth at the surface is 

slightly larger than 2). Minor ticks on the x -axis are plotted at 2, 4, 6, and 8 times the major tick values. (Left) Variable altitude smoothing, 23-s (82.5-km) smoothing 

above 10 0 0 km, 11-second (39-km) smoothing from 10 0 0 to 80 0 km, and 5-s (18-km) below 800 km. (Right) Constant altitude smoothing of 23 s (82.5 km) throughout. For 

reference, the line-of-sight abundances for N 2 (gray, ingress; black egress) are also plotted, with an altitude smoothing of 23 s for both left and right (See Section 5 ). (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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ladstone et al. (2016) . We began by fitting for the hazes and hy-

rocarbons using only the wavelengths 100–180 nm, where the

ignal-to-noise of the occultation data was highest, and N 2 did not

ontribute. In a later step ( Section 5 ), we included N 2 to analyze

he wavelengths below 65 nm. As discussed below, HCN and CO,

hile known to be present in Pluto’s atmosphere, were not de-

ected in the Alice solar occultation by Pluto. 

Retrievals were performed separately for ingress and egress.

he retrieval started at a tangent height of 20 0 0 km altitude, above

he first measureable absorption, and progressed downward to-

ard the surface. To retrieve line-of-sight abundances from each

pectrum, the spectrum at the next higher altitude step acted as

he initial condition in a weighted Levenberg–Marquardt least-

quares fit to minimize the weighted sum of squared residuals,

r χ2 ( Press et al., 2007 ). Fitting to individual one-second spectra

ave unacceptably large errors and unstable solutions to the non-

inear least-squares fit, so we averaged multiple spectra before re-

rieving line-of-sight abundances. Because of the 3.586 km s −1 sky-

lane velocity of the Sun, averaging in time corresponded to aver-

ging in altitude. To investigate the impact of different averaging

engths, we performed one retrieval that averaged 23 s (82.5 km)

or altitudes > 10 0 0 km, 11 s (39.5 km) for 10 0 0 to 80 0 km, and

 s (17.9 km) below 800 km, scaling the errors per spectrum ap-

ropriately ( Fig. 8 , left). A second retrieval averaged 23 s through-

ut the entire span ( Fig. 8 , right). The 5-s averaging scale was

atched to the angular size of the Sun as seen by New Hori-

ons. At altitudes below 700 km, the 23-s averaging sampled less

han one point per scale height. In the context of Eq. (8) , we re-

rieved line-of-sight abundances that produced a transmission, Tr ,

hat best matched the time-averaged data, D , when weighted by

he solar rate, R , convolved by the line-spread function, k , normal-

zed by the convolved solar rate, k ∗R , and multiplied by the time-

veraged reference spectrum, D ref ( Eq. 8 ). For each averaged spec-

rum, we fitted for the log of the line-of-sight abundance, because

hat quantity guaranteed a positive N s , and because the surfaces of
2 were more symmetric in ln( N ) than in N itself. 

Our retrievals ( Fig. 8 ) are plotted linearly with geopotential

eight ξ , defined by: 

= ( r − r s ) 

(
r s 

r 

)
(9) 
here r s is the surface radius (e.g., Chamberlain and

unten, 1987 ). Plotting vs. geopotential height is visually use-

ul because ln( p ) and ln( n ) are linear with ξ , and ln( N ) is nearly

inear with ξ (e.g., Young 2009 ), for constant temperature and

ydrostatic equilibrium. We took r s to be 1190 km; this simplified

omparison with the radio occultation ( Hinson et al., 2017 ) who

ound r s = 1187.4 ± 3.6 km at ingress and 1192.4 ± 3.6 km at

gress, and was similar to the value of 1188.3 ± 1.6 km from

maging data ( Nimmo et al., 2017 ). 

The advantage of smoothing over longer intervals was improved

ignal-to-noise ratio (SNR), or decreased point-to-point scatter.

his was particularly important for C 2 H 6 , which had large scatter

t all altitudes in the left-hand panel of Fig. 8 . The improvement

as quantified by looking at the formal errors ( Press et al., 2007 ),

n Fig. 9 , where we show errors in the fitted parameter, of σ (ln

 ) vs. altitude. For small errors, this is mathematically identical

o the fractional error, σ (ln N ) = σ ( N )/ N . At larger errors, one can

hink of errors in ln N as asymmetric errors in N . That is, if σ (ln

 ) = 1, then N is measured to within a factor of 2.7, one-sigma.

e chose σ (ln N ) = 0.3 as our criterion for a quality retrieval,

quivalent to a fractional error of 30%. With the 23-s (82.5 km)

moothing, the fractional error on C 2 H 6 stayed below 30% for

ltitudes below 400 km ( Fig. 9 , lower). Because of the importance

f C 2 H 6 in Pluto’s atmosphere, we focused on the results of the

3-s (82.5 km) smoothing for the remainder of the paper. The

rror analysis suggested that tangent heights over which the

etrievals are valid spanned 80–1200 km for CH 4 , 0–600 km for

 2 H 2 , 0-–650 km for C 2 H 4 , 40–550 km for C 2 H 6 , and 0–350 for

he haze. What appeared to be a second range of valid retrievals

ear 550–650 km altitude in the haze is likely to be an artifact of

he analysis, as haze was a small contributor to the transmission

t those altitudes ( Fig. 11 ). 

The errors in the C 2 H 6 retrieval were larger than those of C 2 H 2 

nd C 2 H 4 . This was a result of the correlation, c , ( Press et al., 2007 )

etween the different species ( Fig. 10 ). High correlation or anti-

orrelation increases errors and can lead to pathological results in

on-linear least-squares fits, especially for | c | > ∼0.8. C 2 H 6 differs

rom CH 4 largely in the location of its cross-section shoulder.

hus, C 2 H 6 line-of-sight number densities were anti-correlated

ith those of CH 4 at all altitudes, reaching c ∼ −0.8 to −0.85

t tangent heights of 250–400 km, and a second peak of high
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Fig. 9. Fractional errors on the line-of-sight column densities (or, for haze, on line-of-sight optical depth), σ ln( N ) ≈ σ N / N . N 2 (black, ingress; gray egress; See Section 5 ), CH 4 

(red, ingress; pink, egress), C 2 H 6 (brown, ingress; mustard egress), C 2 H 2 (dark green, ingress; light green, egress), C 2 H 4 (dark blue, ingress; light blue, egress), and haze (dark 

purple, ingress; light purple, egress). The 30% error criterion is shown as a dashed line. (Upper panel) Errors derived when variable altitude smoothing was used, as in Fig. 8 , 

left panel. (Lower panel) Errors derived when a constant altitude smoothing of 23 seconds (82.5 km) was used throughout. These are formal errors; there may be systematic 

errors of order 10–20% due to the use of cross sections warmer than Pluto’s temperature. (For interpretation of the references to color in this figure legend, the reader is 

referred to the web version of this article). 
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Fig. 10. Pair-wise correlation coefficients, for CH 4 (red), C 2 H 6 (mustard), C 2 H 2 (dark green), C 2 H 4 (dark blue), and haze (dark purple). CH 4 and C 2 H 6 are strongly anti- 

correlated (| c | > 0.8) near 250–400 km and above 650 km. Haze and C 2 H 4 are strongly anti-correlated at 10 0–70 0 km. Haze and C 2 H 2 are strongly anti-correlated just at 

the surface. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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nti-correlation at tangent heights of 650–800 km. C 2 H 4 and haze

ere also anti-correlated at all altitudes, reaching c ∼ −0.8 at

angent heights of 10 0–70 0 km. 

The quality of the fit, the altitudes of validity, and the issues of

orrelation are illustrated by plots of the transmission vs. tangent

eight at selected wavelengths (aka lightcurves , Fig. 11 ), and by

lots of transmission vs. wavelength at selected altitudes (aka spec-

ra , Fig. 12 ). CH 4 was the major absorber at 100–120 nm. In con-

rast, the wavelengths between 140 and 145 nm probed the slight

ffset in the shoulders of CH 4 and C 2 H 6 between 250 and 400 km

ltitude; the similarity of their transmission spectra ( Fig. 7 ) was

he source of the methane-ethane anti-correlation. C 2 H 2 had rela-

ively weak absorption at 150 and 155 nm and strong absorption at

52 nm; a comparison of these wavelengths shows that the Pluto

olar UV occultation was clearly sensitive to C 2 H 2 . Similarly, C 2 H 4 

ad stronger absorption at 165 nm than at 172 nm, and was easily

etected until the lowest altitudes, where haze became dominant. 

Haze was nearly the sole source of extinction at wavelengths

onger than 175 nm. The apparent higher peak in the haze at a

angent height of 600 km ( Fig. 8 ) was not clearly evident in the

78 nm lightcurve ( Fig. 11 ). An investigation of the spectrum at

00 km ( Fig. 12 ) suggested that the haze measurement at 600 km

ight have been related to the details of the shape of the C 2 H 4 

bsorption at 160–175 nm. As the C 2 H 4 cross-sections that we used

ere measured at 140 K, we suggest caution in the inference of

aze at > 350 km altitude. 

We found no indication of any HCN absorption above 200 km.

elow 200 km, contribution by HCN absorption formally improved
he fit, but there were no reliable diagnostic features of HCN

resent in the data. The CO continuum absorption was indistin-

uishable from that of N 2 . We inspected spectra from 700 to

0 0 0 km altitude for evidence of absorption by narrow CO features

etween 100 and 120 nm, with no convincing detection. Thus, we

id not present retrievals of HCN or CO in this paper. This result

as consistent with ALMA’s detection of HCN with a mixing ra-

io of only 10 −8 to 10 −7 and CO of only (5.15 ± 0.04) × 10 −4 

 Lellouch et al., 2017 ), since, with the ALMA-derived abundances of

CN and CO, these species have no discernible effect on the spec-

rum. 

These line-of-sight abundances were derived using C 2 H 2 , C 2 H 4 ,

nd C 2 H 6 cross-sections measured at 150 K, 140 K, and 150 K, re-

pectively. As shown by Gladstone et al. (2016) and discussed in

ection 7 of this paper, temperatures in Pluto’s atmosphere were

ear 70 K above ∼300 km altitude, or 70–80 K colder than the

aboratory temperatures. To investigate the effect of cross-section

emperature on the retrievals, we derived line-of-sight abundances

sing room-temperature cross sections, compared these to the re-

rievals that used ∼150 K cross sections outlined in Section 3 , and

xtrapolated the effect to the 70 K seen in Pluto’s atmosphere. Be-

ause the temperature dependence of derived line-of-sight abun-

ances may be non-linear with temperature, we only used these

esults to suggest the magnitude of the temperature effects. We

ound that the line-of-sight abundance of C 2 H 2 decreased with de-

reasing temperature of the cross-section measurement, by 14% per

00 K near 300 km altitude. For C 2 H 4 , line-of-sight abundance also

ecreased at about 14% per 100 K, from the surface to ∼600 km
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Fig. 11. Models of the transmission lightcurves at selected wavelengths (smooth lines) compared with the observed lightcurves (dots). Both model and data are summed 

over 20 nm (top panel) or 1.6 nm (e.g., 9 wavelength bins, other panels) for the plot but were fit at full spectral resolution. Brown: total (all species). Red: CH 4 . Mustard: 

C 2 H 6 . Green: C 2 H 2 . Blue: C 2 H 4 . Purple: Haze. Arrows indicate the altitudes shown in Fig. 12 . (For interpretation of the references to color in this figure legend, the reader is 

referred to the web version of this article). 

Fig. 12. Comparison of transmission spectra averaged at 23 s at selected altitudes for ingress with model transmission based on the 23-s retrieval. Data are shown in black. 

Smooth lines show modeled transmission. Brown: total. Red: CH 4 . Green: C 2 H 2 . Blue: C 2 H 4 . Mustard: C 2 H 6 . Purple: Haze. Arrows indicate the altitudes shown in Fig. 11 . (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 



L.A. Young et al. / Icarus 300 (2018) 174–199 185 

a  

c  

p  

d  

b  

C

5

 

b  

l  

t  

l  

p  

t  

s

 

s

6  

c  

w  

6  

l  

fl  

w  

a  

F

a  

r

 

i  

s  

b  

i  

w

〈

 

t  

m

〈

 

a  

t  

o  

t

 

a  

T  

o  

F  

d  

9  

e  

e  

t  

c

l  

g  

c  

d  

b  

∼  

F  

t  

r  

d

6

 

b  

F

H

f

t

ltitude. For C 2 H 6 , the line-of-sight abundance increased with de-

reasing temperature of the cross-section measurement, by 25%

er 100 K, near 300 km altitude. Thus, the line-of-sight abun-

ances for C 2 H 2 and C 2 H 4 presented here may be overestimated

y ∼10% at some altitudes, and the line-of-sight abundances for

 2 H 6 may be underestimated by ∼18%. 

. Line-of-sight abundances: nitrogen 

As described in Section 3 , the N 2 cross section is dominated

y continuum absorption shortward of 66.123 nm. At longer wave-

engths, the retrieval of N 2 is complicated by the interaction of

he very narrow ro-vibrational lines of N 2 electronic states, the so-

ar spectrum, and the instrumental line-spread function. For this

aper, we analyzed the N 2 continuum, and deferred analysis of

he discrete ro-vibrational N 2 absorption spectral region to a later

tudy. 

The Alice bandpass that contained the N 2 continuum absorption

panned 52–66.123 nm (cf. Section 3 ). We concentrated on the 55–

5 nm region ( Fig. 13 ). In this region, the N 2 and CH 4 absorption

ross sections changed slowly with wavelength, and the solar flux

as dominated by two strong solar lines, at 58.4 nm (He I) and

3.0 nm (O V), which are also seen as two horizontal turquoise

ines near 60 nm at the top Fig. 4 A. Shortward of 55 nm, the solar

ux was low and did not improve the signal-to-noise ratio. Long-

ard of 65 nm, the solar flux included a weak line near 70 nm

nd increased substantially at 75–80 nm (e.g., the cyan colors in

ig. 4 A); however, for wavelengths greater than ∼67 nm, the N 2 

bsorption cross section is significantly complicated by a forest of

o-vibrational transitions between discrete electronic states. 

The sum of the observed counts from 55 to 65 nm smoothed

n altitude, D , and sum of the reference solar spectrum over the

ame wavelength range and altitude smoothing, D ref , were related

y the mean transmission, 〈 Tr 〉 , via D = D ref 〈 Tr 〉 . At the altitudes of

nterest (above 800 km), the only known absorbers of consequence

ere N 2 and CH 4 . The mean transmission can be expressed as: 

 T r〉 = 

∫ 65 
55 R ( λ) T r C H 4 ( λ) T r N 2 ( λ) dλ

∫ 65 
55 R ( λ) dλ( λ) 

(10) 
ig. 13. The observed unocculted solar spectrum (blue) in the 55–65 nm range is domin

iggins 1977 ). The N 2 absorption (black) is nearly constant over this region, as is the CH 4 

our (red, dashed), which is roughly scaled to the proportion of column CH 4 to N 2 at ∼10

he reader is referred to the web version of this article). 
Because the cross sections varied slowly compared with both

he solar rate, R ( λ), and the smoothing kernel, we separated the

ean transmission into a CH 4 factor and an N 2 factor. 

 T r〉 ≈ 〈 T r C H 4 〉〈 T r N 2 〉 
= 

[
∫ 65 

55 R ( λ) T r C H 4 ( λ) dλ

∫ 65 
55 R ( λ) dλ( λ) 

][
∫ 65 

55 R ( λ) T r N 2 ( λ) dλ

∫ 65 
55 R ( λ) dλ( λ) 

]
(11) 

The CH 4 transmission accounted for some, but not all, of the

bsorption. The transmission due to CH 4 alone, T r C H 4 , was fixed at

he values derived in Section 4 . This reduced the problem to one

f finding the single parameter, the line-of-sight abundance ( N N 2 
) ,

o match the average N 2 transmission, 〈 T r N 2 〉 . 
The retrieved N 2 line-of-sight abundances are plotted in Fig. 14 ,

nd plotted in context with the hydrocarbons and haze in Fig. 8 .

he challenges in the N 2 retrieved are illustrated in the plot

f transmission vs. tangent height at 55–65 nm (aka lightcurves ,

ig. 15 ). At tangent heights below 800, no information on N 2 was

erived at these wavelengths. At tangent heights between 800 and

00 km, some N 2 must have been present to account for the differ-

nce between the CH 4 -only lightcurve and the observations; how-

ver, since the transmission was consistent with zero at these al-

itudes, we could only place lower limits on the N 2 line-of-sight

olumn. Between 900 and 1500 km tangent height, we derived N 2 

ine-of-sight column at each averaged point. Above 1500 km tan-

ent height, we only placed upper limits on the N 2 line-of-sight

olumn. When we applied a criterion of fractional errors < 30% to

efine the altitudes of valid retrievals, as we did for the hydrocar-

ons and haze, we found that the N 2 retrievals were valid from

80 0 to ∼110 0 km tangent height (fractional errors are plotted in

ig. 9 ). However, we felt that it was prudent to restrict the range

o 90 0–110 0 km based on the lightcurve behavior; the restricted

ange is supported by the “roll over” in the N 2 line-of-sight abun-

ance below 900 km and above 1100 km in Fig. 14 . 

. Local number density 

The line-of-sight abundance, N , is the integral of the local num-

er density, n , along the line of sight ( Fig. 6 and Eq. (6) ). Under
ated by two strong solar lines, the He I 58.4 and O V 63.0 nm lines ( Heroux and 

absorption (red, solid). For reference, we also plot the CH 4 cross section divided by 

 0 0 km altitude. (For interpretation of the references to color in this figure legend, 
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Fig. 14. Line-of-sight abundance of N 2 (black, ingress; gray, egress) plotted vs. geopotential height on the left axis and tangent height or altitude on the right axis. The valid 

altitudes of N 2 retrieval are 90 0–110 0 km, between the horizontal dashed lines. Also plotted are two models of N 2 line-of-sight abundance constructed in Section 7 , the 

nominal model profile (solid) and the flux-constrained model (dashed), which are nearly identical within the region of validity. 

Fig. 15. Models of the transmission lightcurves at 55–65 nm (smooth lines) compared with the observed spectra (dots). Brown: total (all species). Black: N 2 . Red: CH 4 . 

Mustard: C 2 H 6 . Green: C 2 H 2 . Blue: C 2 H 4 . Purple: Haze. The upper plot shows the transmission at 1-s resolution. The digitization is obvious at the lower baseline, and was 

one of the motivators for our choosing the range of validity for the N 2 retrieval. The lower plot shows the same model, with data averaged at 23 s. In both panels, the 

minimum in the N 2 transmission at ∼800 km on ingress and egress is unphysical, and is thus another indication of the altitude limits of the valid N 2 retrievals (900–

1100 km), between the vertical dashed lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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1  
ertain assumptions, one can invert this relationship to derive

 given N . By far, the most common assumption is that of lo-

al spherical symmetry (that is, within the region where the ray

ath intersects Pluto’s atmosphere). For Pluto’s upper atmosphere,

pherical symmetry appeared to be a very good assumption. In

he Alice Pluto solar occultation data itself, there was close agree-

ent between the ingress and egress lightcurves, and nearly iden-

ical profiles for ingress and egress for the line-of-sight abun-

ances of all species considered here (c.f. Fig. 8 ). Similarly, the REX

luto Earth radio occultation ( Hinson et al., 2017 ) showed simi-

ar density profiles for ingress and egress above 30 km altitude.

or these two New Horizons datasets, the ingress and egress lat-

tudes differed by only ∼30 °, raising the possibility that the sim-

larity is simply due to ingress and egress probing similar lati-

udes. Much wider latitude ranges are typically probed by ground-

ased stellar occultations of Pluto’s atmosphere, including one just

wo weeks prior to the New Horizons flyby ( Sicardy et al., 2016 ).

nalyses of the main occultation drop in ground-based stellar oc-

ultations (probing ∼10 km to 400 km altitude) do not show

vidence for statistically significant ellipticity ( Person 2001 ) or

nly very rare cases of statistically significant dawn/dusk or sum-

er/winter differences ( Zangari 2013 ). These observations per-

orce only probed dawn/dusk asymmetries, and not noon/midnight

symmetries. However, there are robust theoretical reasons to ex-

ect very small horizontal variations in temperature over all the

ody (at a given pressure level) in the part of the atmosphere

ot influenced by topography because of the very long radiative

imescale of the atmosphere. This is predicted by 3D Global Circu-

ation Models even when methane is not horizontally well mixed

 Toigo et al., 2015 ; Forget et al., 2017 ). 

In contrast with its upper atmosphere, Pluto’s lower atmo-

phere did show evidence for spatial variability. The REX Pluto

arth radio occultation below 30 km showed density, temperature,

nd pressure differences interpreted as being associated with plan-

tary boundary layer effects and underlying surface temperatures

 Hinson et al., 2017 ). Central flashes observed in ground-based stel-

ar occultations (Olkin et al., 2015) implied Pluto’s lower atmo-

phere was not spherically symmetric. The haze imaging by the

ORRI instrument on New Horizons ( Cheng et al., 2017 ) showed a

atitudinal variation in the haze brightness in the lowest 200 km of

luto’s atmosphere. We proceed with the assumption of spherical

ymmetry, with the caveat that this might lead to inaccuracies in

erived number densities in the lowest 30 km. 

Given a spherically symmetric atmosphere, the classic method

or deriving local number density from line-of-sight abundance is

he Abel transform ( Roble and Hays, 1972 ). 

 ( r ) = − 1 

π

∫ ∞ 

r 

[
d N 

(
r ′ 
)
/d r ′ 

]
√ 

r ′ 2 − r 2 
dr ′ (12) 

The net effect of the derivative and the integral in Eq. (12) is es-

entially a “half derivative” (e.g., Young, 2009 ; Ilhan, 2013 ), which

mplifies the noise in the profile (that is, a perturbation in N

ith wavenumber m leads to a perturbation in n that is larger by

qrt( Hm )). There are various methods for dealing with this noise,

or example by imposing functional forms ( Roble and Hays, 1972 )

r by imposing a smoothness constraint using a Tikhonov regu-

arization ( Quémerais et al., 2006 ). Because we already smoothed

ur data over 23-s (82.5-km) intervals, and imposed a quality con-

traint of < 30% errors to define the valid altitudes, we used the

nmodified Abel transform technique. For the haze analysis, the

elationship between line-of-sight optical depth, τ , and local ex-

inction coefficient, ε, was mathematically equivalent to the rela-

ionship between N and n . 

The Abel transform formally includes an integral to infinity.

bove the highest valid data point, we needed to specify the at-
osphere. We did this by defining an altitude region over which

e fit a functional form N ( r ), and then extrapolated the function

o a radius where the contributions to the integral in Eq. (12) were

egligible (in practice, this was taken to be 20 0 0 km altitude). The

igher altitude of the fitting region, h 1 , was near the top of the

egion of valid retrievals of the line-of-sight abundance, as deter-

ined by the errors in the lower panel of Fig. 9 . We fit to al-

itudes sampled every 23 s ( ∼82.5 km) to avoid fitting to corre-

ated points, so the lower altitude of the fitting region, h 0 , was a

ultiple of 82.5 km below h 1 . We wanted to use as small a fit-

ing region as possible, so that changes in the shape of the pro-

le did not overly influence the inferred extrapolated line-of-sight

bundances used in the inversion. Conversely, a larger fitting re-

ion better constrained the fit. Defining the fitting region required

ome judgment. For example, for C 2 H 6 , we kept our region above

he roll-over at ∼270 km altitude ( Fig. 8 ), choosing also to include

 point above the 30% cut-off used to define the altitudes of valid

ine-of-sight abundance retrieval. 

Within the fitting region, we fit a simple function that assumed

hat each species has a constant ratio of temperature, T , to molec-

lar weight μ. We fit for two parameters at the lower extrapolation

ltitude: the line-of-sight abundance, N 0 , and the scale height H 0 .

he scale height increases proportionally with the square of the ra-

ius, r = r s + z, due to variable gravity. The number density, n , is

n exponential in geopotential ( Eq. 13 ). In order to define the scale

eight and number density at r 0 , we define a new geopotential ref-

renced to r 0 = r s + h 0 , ξ
′ = ( r − r 0 ) r 0 /r (or, for N ( r’ ), substitute r’

or r ). Because the scale height was not small compared with the

adius on Pluto, the line-of-sight column, N , was nearly but not

uite an exponential in geopotential ( Eq. (13) ; Young, 2009 ). 

H = H 0 
r 2 

r 2 
0 

n = n 0 e 
− ξ ′ 

H 0 

N = N 0 e 
− ξ ′ 

H 0 

(
r 

r 0 

)3 / 2 1 + 

9 
8 

H 
r 

1 + 

9 
8 

H 0 
r 0 

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 

, for constant 
T 

μ
(13) 

The resulting fits to N 0 and H 0 are tabulated in Table 2 . The

oints in the extrapolated altitudes and the resulting functional fit

re plotted in Fig. 16 . 

We used the functional form established from the fitting alti-

ude range to calculate the densities up to 20 0 0 km for use with

he Abel transform ( Eq. 12 ). Fig. 17 shows the line-of-sight abun-

ances (top) and the derived densities (bottom). 

Errors on the density were calculated by propagation of errors

n the line-of-sight abundances ( Fig. 18 ; Quémerais et al., 2006 ).

s expected, the errors on the density were larger than those on

he line-of-sight abundance. Whereas the altitudes on the line-of-

ight abundance were selected to hold fractional errors to < 30%,

he fractional errors on the densities for many of the species were

ear one. This means they are only measured to within a factor of

2.7, or exp(1). See Section 4 for a discussion on the interpretation

f the fractional error. 

. Temperatures and mixing ratios 

If the density of N 2 were directly measured from Pluto’s surface

o 1200 km altitude, then pressures could be derived from hydro-

tatic equilibrium, temperatures could be directly measured from

he scale height, and mixing ratios could be derived by simple ra-

ios of densities. However, as shown in Fig. 17 , this was not possi-

le without some modeling to interpolate between the N 2 density

easured by the Alice solar occultation and that measured by the

EX radio occultation. 

The altitude of unit slant-path optical depth for N 2 at 50–

00 nm was much closer to that for CH in the Alice Pluto
4 
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Table 2 

Altitudes of retrieval and extrapolation. 

Species Altitudes of valid N 

retrieval (km) 

Altitudes of fitting 

region, h 0 − h 1 (km) 

Number density 

at h 0 , N 0 , molecule/cm 

2 

Scale height 

at h 0 , H 0 , km 

N 2 Ingress 90 0–110 0 900–1066 (6.37 ± 0.98) × 10 16 113.7 ± 23.9 

Egress 90 0–110 0 900–1065 (6.79 ± 1.09) × 10 16 117.8 ± 25.8 

CH 4 Ingress 80–1200 869–1200 (17.81 ± 0.53) × 10 15 146.5 ± 6.5 

Egress 80–1200 868–1200 (18.15 ± 0.62) × 10 15 154.4 ± 9.4 

C 2 H 6 Ingress 40–550 270–600 (1.29 ± 0.28) × 10 17 74.8 ± 9.6 

Egress 40–550 270–600 (1.23 ± 0.17) × 10 17 64.0 ± 6.2 

C 2 H 2 Ingress 0–600 435–600 (2.28 ± 0.13) × 10 16 63.1 ± 7.9 

Egress 0–600 434–600 (2.20 ± 0.20) × 10 16 64.7 ± 5.1 

C 2 H 4 Ingress 0–650 485–650 (10.95 ± 0.28) × 10 15 91.6 ± 7.2 

Egress 0–650 484–650 (10.43 ± 0.31) × 10 15 94.1 ± 9.1 

Hazes Ingress 0–350 184–350 (2.38 ± 0.14) × 10 14 69.2 ± 10.9 

Egress 0–350 183–350 (2.60 ± 0.14) × 10 14 67.7 ± 6.3 

Fig. 16. Fits of a simple function (constant T /μ, see text) to data within the fitting altitude range. Open dots are points in the fitting altitudes. Filled dots are in the retrieval 

altitudes. Dashed lines indicate the fitted function. Solid “funnels” around the dashed lines indicate the error on the fitted function. N 2 (black, ingress; gray egress), CH 4 (red, 

ingress; pink, egress), C 2 H 6 (brown, ingress; mustard, egress), C 2 H 2 (dark green, ingress; light green, egress), C 2 H 4 (dark blue, ingress; light blue, egress), and haze (dark 

purple, ingress; light purple, egress). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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solar occultation than expected pre-encounter ( Stern et al., 2015 ;

Gladstone et al., 2016 ). This meant that the CH 4 had much more

influence on the N 2 retrieval than expected. In particular, the CH 4 

continuum absorption became significant at 60 0–80 0 km altitude

at the wavelengths of the N 2 continuum. The N 2 line-of-sight

abundance was measured at 90 0–110 0 km altitude, spanning about

two scale heights. This range was large enough to attempt to di-

rectly measure the scale height, assuming a constant temperature

( Eq. (13) ; Table 2 ). From this, we concluded that, if Pluto’s upper

atmosphere reaches isothermal temperatures at ∼10 0 0 km, then
emperatures as measured solely by the Alice data were 76 ± 16 K

t ingress, and 79 ± 17 K at egress ( Fig. 19 ). These errors were

nly weakly constraining, and this analysis made no attempt to

onnect the upper atmosphere at 10 0 0 km altitude to the lower

tmosphere. Fortunately, we could do better. 

Other means were needed to understand Pluto’s pressure and

emperature profile. For this we relied on the simultaneous REX

adio observation that probed nearer Pluto’s surface ( Hinson et al.,

017 ), and simple physical models of the N 2 and CH 4 density pro-

les which included (i) a hydrostatic model for N 2 , and a simple
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Fig. 17. Line-of-sight abundance (top) and local density (bottom). Minor ticks on 

the x -axis are plotted at 2, 4, 6, and 8 times the decadal values. Open circles 

represent the points used to derive a functional approximation to the line-of- 

sight abundance. Dashed lines represent the fitted function, which is linear vs. 

geopotential for ln(density), and nearly linear for ln(line-of-sight abundance). N 2 

(black, ingress; gray egress), CH 4 (red, ingress; pink, egress), C 2 H 6 (brown, ingress; 

mustard, egress), C 2 H 2 (dark green, ingress; light green, egress), C 2 H 4 (dark blue, 

ingress; light blue, egress), and haze (dark purple, ingress; light purple, egress). 

Haze values are plotted as the optical depth times 10 15 cm 

−2 (top) or the extinction 

coefficient multiplied by 10 15 cm 

−2 (bottom). Also plotted are the nominal model 

for CH 4 and N 2 (dotted lines; See Section 7 ), and measurements of N 2 from the 

REX radio occultation below 110 km altitude (black crosses, ingress; gray crosses, 

egress) and the 2015 ground-based stellar occultation (solid black line). (For inter- 

pretation of the references to color in this figure legend, the reader is referred to 

the web version of this article). 
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Table 3 

Terms for constructed analytic temperature structure. 

index, i Z , km δ, km C N , K/km C F , K/km 

0 8.51 10 7.850325 7.850325 

1 15 40 −0.548625 −0.548625 

2 100 70 −0.099750 −0.099750 

3 200 125 −0.199500 −0.199500 

4 280 115 −0.169575 −0.149625 

5 440 100 −0.019950 −0.019950 

6 800 135 0.019950 0.007980 

7 1200 200 0.0 0 0 0 0 0 0.0 0 0 0 0 0 

8 1500 440 0.0 0 0 0 0 0 0.0 0 0 0 0 0 

9 7400 100 −0.009975 −0.009975 

T s = 38.9025 K . 
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hysical model for the CH 4 density profile that included mixing

nd diffusive separation and (ii) a numerical calculation with mix-

ng, diffusive separation, escape and simple photochemistry. We

lso compared results with the fortuitous ground-based stellar oc-

ultation that was widely observed just two weeks prior to the

ew Horizons flyby (e.g., Sicardy et al., 2016 ). 

The analysis proceeded as in Gladstone et al. (2016) , with up-

ated values of N 2 line-of-sight abundance at 90 0–110 0 km alti-

ude ( Section 5 ), CH 4 line-of-sight abundance at 80–1200 km al-

itude ( Section 4 ), and N 2 line-of-sight abundance from the sur-

ace to 110 km derived from the New Horizons REX occultation

 Hinson et al., 2017 ). 
In the first step, we constructed a temperature profile in order

o interpolate between the Alice and REX N 2 line-of-sight abun-

ances, as in Gladstone et al. (2016) . This started with the REX

nferred temperature profiles where they were the same for both

ngress and egress ( ∼30 km altitude) and extrapolated the tem-

erature up to the Alice N 2 line-of-sight abundances beginning at

00 km altitude in a trial and error iterative process that yielded a

est fit to the Alice data. A constructed, analytic form of the tem-

erature profile was used to derive an N 2 pressure profile, assum-

ng hydrostatic equilibrium; the pressure profile was normalized at

2.4 km altitude ( r = 1222.4 km) where the REX ingress and egress

ressures were both 5.14 μbar. The pressure and temperature pro-

les were combined to produce a local N 2 number density profile,

nd then integrated to produce a line-of-sight abundance profile

or N 2 , which was compared with both the Alice and REX data. 

The constructed, analytic temperature profile was defined us-

ng sums of the log of ratios of hyperbolic cosines ( Eq. (14) ,

indzen and Hong, 1974 ), a form mainly chosen because the tem-

erature structure is infinitely differentiable with no discontinu-

ties. The temperature profile depended on the surface tempera-

ure, T s ; the altitudes, Z , and widths, δ, that define the shape of the

erms within the sum; and 10 additional parameters, C ( Table 3 ).

hese 11 free parameters ( T s and C 0 .. C 9 ) were constrained by the

EX occultation at altitudes below ∼100 km, and by the Alice N 2 

easurement near 900 km, and assumed to trend to isothermal

bove ∼900 km. An isothermal upper atmosphere is consistent

ith the accuracy to which N 2 is measured at 90 0–110 0 km al-

itude. Furthermore, in the absence of a large escape rate, the high

hermal diffusivity associated with thermal heat conduction below

he exobase drives the atmosphere isothermal. By trial and error,

he inferred nominal temperature profile illustrated in Fig. 19 and

he parameters given in Table 3 yielded the best fit to the Alice

ata, while anchored by the REX temperature profile. We refer to

his as the nominal temperature profile (with parameters C N ), with

 trend toward isothermal temperatures of T inf = 67.8 K at high al-

itudes. A second profile with T inf = 65 K, constrained by conserva-

ion of CH 4 flux, is presented later. This profile is termed the “flux

onstrained” profile, with parameters C F . 

 (z) = T s + C 0 
z 

2 

+ 

1 

2 

8 ∑ 

i =0 

δi ( C i +1 − C i ) ln 

[ 

cosh 

(
z−Z i 
δi 

)
cosh 

(
Z i 
δi 

)
] 

(14) 

The nominal model of N 2 line-of-sight abundances and num-

er densities are plotted, along with the measured values from

he Alice solar occultation, in Fig. 17 . This joint analysis sug-

ested that the upper boundary condition for the REX temper-

ture profile of 95.5 K ( Hinson et al., 2017 ) at an altitude of

12.4 km ( r = 1302.4 km) adopted from Sicardy et al. (2016) was

oo high and a value of 93.9 K was more consistent with

he trend to a minimum temperature of 62.4 K at an altitude

f 470 km than the asymptotic temperature of 80 K used by
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Fig. 18. Fractional errors in local number density (or, for haze, in extinction coefficient), σ ln( n ) ≈ σ n / n . N 2 (black, ingress; gray egress; See Section 5 ), CH 4 (red, ingress; pink, 

egress), C 2 H 6 (brown, ingress; mustard egress), C 2 H 2 (dark green, ingress; light green, egress), C 2 H 4 (dark blue, ingress; light blue, egress), and haze (dark purple, ingress; 

light purple, egress). The σ ln( n ) = 0.3 and 1.0 errors are shown as dashed lines. (For interpretation of the references to color in this figure legend, the reader is referred to 

the web version of this article). 

Fig. 19. Nominal (solid) and flux-constrained (dashed) analytic temperature profiles 

consistent with N 2 line-of-sight abundances from the New Horizons Alice solar oc- 

cultation and the REX radio occultation. Also plotted are temperatures derived only 

from the N 2 line-of-sight abundances within the N 2 fitting region of 900–1066 km 

altitude (dots; black, ingress; gray egress). 
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icardy et al. (2016) . The thermal profiles derived from ALMA CO

nd HCN observations ( Lellouch et al., 2017 ) also showed a mild

inimum at 65 K, and a stratopause temperature (106 K) similar

o that in our nominal constructed analytic temperature profile and

older than the ∼110 K previously reported from New Horizons

 Gladstone et al., 2016 ) or occultations ( Dias-Oliveira et al., 2015 ). 

The constructed nominal analytic temperature structure trends

o an isothermal value of 67.8 K. Attempts to vary this while still

atching the observed Alice and REX line-of-sight abundance sug-

ests that this value is good to ∼3 K. Thus, the joint analysis is far

ore constraining than the analysis of the Alice data alone. 

The second step of the analysis was to estimate the CH 4 mixing

atio. Again following Gladstone et al. (2016) , we specified a simple

orm for the volume mixing ratio of CH 4 , q C H 4 ( Eq. 15 ). 

 C H 4 (r) = 

n C H 4 (r) 

n total (r) 
= q 0 

[
1 + exp 

(
r − r h 
H c 

r 
r h 

)]1 −γ

(15)

here q 0 is a mixing ratio at r 
 r h , γ = 16/28 is the ratio of the

olecular weights of N 2 and CH 4 , r is the radius from the center

f Pluto, r h is the radius marking a transition from well-mixed at

ower altitudes to diffusive equilibrium at higher ones, and H c is a

cale height of this transition. In this work, we took slightly differ-

nt parameter values than in Gladstone et al. (2016) : q 0 = 0.003,

 h = 1420 km, and H c = 50 km. Note that H c and r h should not be

nterpreted as a physical scale height and a homopause level, as

hey were only used here to define a smooth form for the mixing

atio; a physical description was invoked in the next step. 



L.A. Young et al. / Icarus 300 (2018) 174–199 191 

Table 4 

Transport model results. 

Run Temperature profile CH 4 surface mixing 

ratio, q 0 (%) 

φC H 4 

10 25 CH 4 s −1 

Homopause 

altitude, km 

K zz , 

cm 

2 s −1 

Notes 

N20 Nominal 0.20 6.9 0 1 × 10 2 Ruled out by data 

N28 Nominal 0.28 9.9 0 1 × 10 2 Acceptable solution 

N30 Nominal 0.30 10.3 2 1 × 10 3 Nominal solution 

N32 Nominal 0.32 10.9 5 2 × 10 3 Acceptable solution 

N40 Nominal 0.40 13.2 57 1 × 10 4 Ruled out by data 

F35 Flux Constrained 0.35 11.9 12 4 × 10 3 Flux-constrained solution 
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Fig. 20. Observed line-of-sight abundance of CH 4 (red, ingress; pink, egress) plot- 

ted vs. geopotential height on the left axis and tangent height or altitude on the 

right axis. Minor ticks on the x -axis are plotted at 2, 4, 6, and 8 times the decadal 

values. Six models are indicated by the temperature profile ( N for nominal, or F for 

flux-limited) and the mixing ratio of CH 4 at the surface. Four profiles, N28, N30, 

N32, and F35, are all acceptable solutions, while two, N20 and N40, are not. (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article). 
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For the third step, we wished to provide a physical basis for

he N 2 and CH 4 density profiles in order to understand parame-

ers such as CH 4 surface mixing ratio, q 0 , eddy diffusion coefficient,

 zz , and the flux resupplying CH 4 at the surface, φC H 4 
For this, it

as necessary to demonstrate that the density profiles were so-

utions to their respective continuity and diffusive transport equa-

ions for a spherically symmetric atmosphere. This step was an it-

rative process, which began with the q 0 from Eq. (15) , and ended

y comparing the modeled CH 4 line-of-sight abundance with the

lice observations. At its essence, the 1-D transport code modeled

he combined effect on the CH 4 profile of eddy diffusion (which

rives CH 4 to be evenly mixed with N 2 ) and molecular diffusion

which drives CH 4 to increase with altitude relative to the heavier

 2 ). 

The 1-D transport model of Strobel et al. (2009) was adopted

or this task. This transport model (i) is valid even when the

econdary species has a non-negligible mixing ratio, (ii) includes

pherical geometry—needed in an extended atmosphere such as

luto’s, where the scale height is not small compared with the ra-

ius, (iii) includes an escape rate from the top of the atmosphere,

nd (iv) includes simplified estimates of photochemical destruction

f CH 4 . We used the temperature profile from step 1; the inter-

al energy (heat) equation was not solved simultaneously with the

ransport. The method that Strobel (2009) used to solve the equa-

ions numerically was a fourth order Runge–Kutta algorithm with

ll boundary conditions specified at the surface: q 0 , K ZZ , and φC H 4 
.

he upward flux at the surface, φC H 4 
, was balanced by the sum

f photochemical loss and escape of CH 4 . This balance proved a

hallenge, as the sum of the CH 4 dissociation rate (7.7 × 10 25 CH 4 

 

−1 ) and the escape rate for the nominal temperature (also 7.7 ×
0 25 CH 4 s −1 ) exceeds the surface flux of CH 4 needed to match

he retrieved CH 4 profile ( ∼10–12 × 10 25 CH 4 s −1 ). This challenge

s discussed in more detail in Section 8.4 . 

We present the results of six runs of the 1-D transport model

 Table 4 ), designated by three-character codes denoting the tem-

erature profile ( N for nominal or F for flux-constrained) and two

igits for 10 4 times the surface mixing ratio. For each temperature

rofile and q 0 , we adjusted φC H 4 
and K ZZ until the results com-

ared well against the observed CH 4 line-of-sight abundance. The

omparisons were done by eye and favored ingress over egress be-

ow 300 km ( Fig. 20 ). With the nominal temperature profile, we

referred q 0 = 0.30% (N30); q 0 = 0.28–0.32% were also acceptable

alues (N28, N32), while q 0 = 0.20% and q 0 = 0.40% were not (N20,

40). With the flux-constrained temperature profile, our preferred

olution had q 0 = 0.35% (F35). 

The acceptable runs with the nominal temperature profile (N28,

30, N32) had eddy diffusion coefficients (10 0–20 0 0 cm 

2 s −1 )

omparable to the molecular diffusion coefficient at the surface

550 cm 

2 s −1 ). The derived homopause level (where the eddy

iffusion coefficient equals the molecular diffusion coefficient)

anged from the surface (N28), to ∼2 km altitude (N30), or as

igh as ∼5 km altitude (N32). Even the flux-constrained solution

as a homopause at only ∼12 km altitude. These are all below the

ltitude where the Alice UV solar occultation directly measures
he CH 4 absorption, and are similar to the height of the observed

oundary layer in REX ingress ( Hinson et al., 2017 ). 

Both N30 and F35 agree with our retrieved N 2 abundances

 Fig. 14 ) and with the CH 4 abundances ( Fig. 20 ). N30 had a better

atch to the CH 4 line-of-sight abundance profile below 200 km,

ut assumed that only one third of the total CH 4 dissociations led

o irreversible removal ( Table 5 ), chosen to balance the surface flux

ith the escape rate and net CH 4 destruction. In contrast, F35 de-

reased the isothermal temperature at the top of the thermal pro-

le, which decreases the escape rate of CH 4 and N 2 , and allowed a

arger dissociation efficiency. These trade-offs are discussed further

n Section 8.4 . 

Because N 2 and CH 4 dominated the atmosphere at all altitudes

robed by the Alice solar occultation of Pluto, the total number

ensity was well approximated as the sum of the N 2 modeled

n the first step, and the CH 4 modeled in the third step: n total =
 CH 4 

+ n N 2 . Dividing measured densities by this modeled total den-

ity gave profiles of mixing ratio for all measured species ( Fig. 21 ).

. Discussion and conclusions 

.1. Summary of observations 

The present work supersedes Gladstone et al. (2016) by in-

luding new and more rigorous reductions of the Alice solar UV
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Table 5 

Fluxes and destruction rates. 

Run Surface flux, φC H 4 

10 25 CH 4 s −1 

Upper temperature 

T inf , K 

Exobase altitude, 

km 

CH 4 Escape Rate, 

10 25 CH 4 s −1 

N 2 Escape Rate, 

10 25 N 2 s −1 

Net CH 4 Destruction, L C H 4 , 

10 25 CH 4 s −1 

Dissociation 

Efficiency, f (%) 

N30 10.3 67.8 1735 7.7 0.0072 2.6 33 

F35 11.9 65.0 1677 4.6 0.0032 7.3 94 

Fig. 21. Plot of mixing ratio ( n / n total ) vs. geopotential height on the left axis and 

altitude on the right axis. For haze, the value plotted is ε∗10 15 cm 

2 / n total , where ε

is the extinction coefficient. Minor ticks on the x -axis are plotted at 2, 4, 6, and 8 

times the decadal values. Solid lines are based on the nominal model, for which we 

interpolated between Alice and REX observation for N 2 (black), and appled a 1-D 

transport model to the Alice observations of CH 4 (red). The dashed line is based on 

the flux-constrained model for CH 4 , for which we additionally adjusted the tem- 

perature profile and CH 4 transport to be more consistent with photochemical de- 

struction of CH 4 , at the expense of a poorer match to observations below 200 km 

altitude. Dots are observed densities divided the modeled total density: N 2 (black, 

ingress; gray egress), CH 4 (red, ingress; pink, egress), C 2 H 6 (brown, ingress; mustard 

egress), C 2 H 2 (dark green, ingress; light green, egress), C 2 H 4 (dark blue, ingress; 

light blue, egress), and haze (dark purple, ingress; light purple, egress). This figure 

plots open circles for all species above where the σ ln( n ) > 1. From Fig. 18 , this is 

estimated this to be at the following altitudes: N 2 : 1050 km, CH 4 : 10 0 0 km, C 2 H 2 : 

550 km, C 2 H 4 : 550 km, C 2 H 6 : 450 km, and haze: 250 km. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article). 
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1  
occultation, with improved analysis and error propagation. Ad-

ditionally, the temperature and mixing ratio analysis presented

here incorporated newer analysis of the REX radio occulta-

tion ( Hinson et al., 2017 ), which used the complete REX

dataset — something that had not yet been downlinked for

the Gladstone et al. (2016) report. Fig. 22 demonstrates the

differences between the derived line-of-sight abundances from

Gladstone et al. (2016) and this work. To most directly compare

the retrievals, we plot only ingress on the left, and only egress on

the right. Haze was not included in Gladstone et al. (2016) . For all

other species, the scatter was improved; this is especially signifi-

cant for the N 2 retrievals, and allowed CH 4 retrievals to lower al-

titudes in this work. Improved analysis of errors and correlations

also restricted the altitudes of valid retrieval in this work for some

species, relative to Gladstone et al. (2016) . 

From this work, we found the following observational results: 

(i) N 2 absorption was measured from 900 to 1100 km altitude

by the Alice solar occultation with a line-of-sight abundance
at 900 km altitude of (6.37 ± 0.98) × 10 16 and (6.79 ± 1.09)

× 10 16 molecule cm 

−2 for ingress and egress respectively

( Fig. 17 ). The temperature at 10 0 0 km altitude was only

weakly constrained by the Alice measurements alone (76 ±
16 K and 79 ± 17 K for ingress and egress, respectively). We

constructed an analytic temperature profile ( Fig. 19 ) using a

joint analysis with the REX occultation, which also implied

cold temperatures in Pluto’s upper atmosphere, ∼65–68 K.

This temperature profile, along with some key processes, is

plotted in Fig. 23 . 

(ii) CH 4 was measured from 80 to 1200 km altitude ( Figs. 17,

21 ). Diffusive separation was clearly evident, with CH 4 vary-

ing from ∼0.3% −0.35% at 80 km altitude, to ∼3% at 550 km,

and 18% at 10 0 0 km. A numerical 1-D transport model im-

plied Pluto had a very stable atmosphere with a small eddy

diffusion coefficient, ∼(1–4) × 10 3 , with a homopause near

2–12 km ( Fig. 23 , left). 

(iii) Light hydrocarbons (C 2 H 2 , C 2 H 4 , C 2 H 6 ) were detected

throughout Pluto’s middle atmosphere, from at or near the

surface to ∼600 km altitude. While their mixing ratios were

near 0.1% at 550 km altitude for all three species, at 100 km

they dropped to 2 × 10 −5 , 5 × 10 −6 , and 6 × 10 −7 for

C 2 H 6 , C 2 H 2 , and C 2 H 4 respectively. This is direct evidence

for chemistry or condensation; as the molecular weights of

these species are similar to that for N 2 , they would have

been well mixed in the absence of destruction or produc-

tion. 

(iv) The haze extinction coefficient, ε, was nearly proportional to

the N 2 density from 26 to 100 km altitude, with ε ≈ 6 × 10 7 

n N 2 (with ε in cm 

−1 and n N 2 in cm 

−3 ). This was evidence

that the haze may have had concentrations proportional to

N 2 density, or (more likely) showed the competing effects

of smaller particle sizes but higher number density at the

altitudes of greater haze production. 

.2. Lower atmosphere ( ∼0–30 km altitude) 

The temperatures and bulk density in Pluto’s lower atmosphere

 Fig. 23 , left panel) were measured with the REX occultation by

inson et al., 2017 ), who described horizontal variation between

ngress vs. egress temperatures below 30 km and horizontal ho-

ogeneity above 30 km. Our analysis of the Alice solar occultation

lso showed horizontal homogeneity between ingress and egress,

ut could not shed light on this variation below 30 km. The ab-

orption due to N 2 , CH 4 , and C 2 H 6 in the lower atmosphere was

ot well constrained by the Alice solar occultation. C 2 H 2 , C 2 H 4 and

aze do have measurable absorption to the surface, but our anal-

sis averaged data by 82.5 km, making it difficult to thoroughly

xplore the lowest 30 km. Future analysis might be designed to

articularly search for ingress vs. egress differences at these alti-

udes in the Alice solar occultation. 

In Pluto’s lower atmosphere, the improved CH 4 retrieval pre-

ented here dramatically changed our picture of the vertical mix-

ng in Pluto’s atmosphere vs. Gladstone et al. (2016) . We now

ee that Pluto’s atmosphere was extremely stable. Observations

ere consistent with a very small eddy diffusion coefficient, K zz ,

 ∼(0.5–4) × 10 3 cm 

2 s −1 ), a very low homopause altitude, z h , ( ∼0–

2 km, at the surface or within a planetary boundary layer), and a
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Fig. 22. Line-of-sight abundance for ingress (left) and egress (right) plotted vs. geopotential height on the left axis and tangent height or altitude on the right axis, com- 

paring the reduction in Gladstone et al. (2016) and this work. Minor ticks on the x -axis are plotted at 2, 4, 6, and 8 times the decadal values. N 2 (black, this work; gray 

Gladstone et al., 2016 ), CH 4 (red, this work; pink, Gladstone et al., 2016 ), C 2 H 6 (brown, this work; mustard, Gladstone et al., 2016 ), C 2 H 2 (dark green, this work; light green, 

Gladstone et al., 2016 ), C 2 H 4 (dark blue, this work; light blue, Gladstone et al., 2016 ), and haze (dark purple, this work). Haze values are plotted as the optical depth times 

10 15 cm 

−2 . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 

Fig. 23. Summary of the temperature structure in Pluto’s atmosphere from the joint analysis of the Alice solar occultation (this work) and the REX radio occultation (REX 

ingress in black, REX egress in gray). Radii and approximate altitude (referenced to a surface radius of 1190 km) are both plotted. Major processes are indicated. 

s  

u  

d  

b  

b  

m  

K  

o  

s

 

p  

t  

u  

r  

g  

±  

m  

e  

t  

g  

P  

2

 

1

1  

w  

o  

b  

fl  

a  

p

1  

g

p  

(

 

m  

I

m  

c  

a  

y  

h  

a

d  

b  

l  

w  

c  

l  
urface mixing ratio, q 0 (CH 4 ) of ∼0.28–0.35%. This work, which

sed CH 4 line-of-sight abundances extended down to z ∼ 80 km,

erive a lower CH 4 mixing ratio than the q 0 = 0.6–0.84% obtained

y Gladstone et al. (2016) or the 0.4% surface mixing ratio adopted

y Wong et al. (2017) . Attempts to fit the New Horizon measure-

ents with various combinations of input parameters rules out

 zz > 10 4 cm 

2 s −1 , homopause altitude > ∼60 km, q 0 (CH 4 ) < 0.2%

r q 0 (CH 4 ) > 0.4% ( Table 4 ). Throughout much of Pluto’s atmo-

phere, only molecular diffusion applies, not eddy diffusion. 

The REX observations were consistent with N 2 in vapor-

ressure equilibrium with the N 2 ice, as expected. The physics of

he interaction of solid CH 4 with the atmosphere is much less well

nderstood. Our analysis of the Alice observations give CH 4 mixing

atios similar to the results in the lowest few scale heights from

round-based near-IR observations (0.49 ± 0.06% in 2008 and 0.32

0.05% in 2012; Lellouch et al., 2015 ). These measurements of at-

ospheric CH 4 abundance were orders of magnitude more than

xpected from Raoult’s law for CH 4 gas over CH 4 in solid solu-

ion with N 2 -rich ice ( Owen et al., 1993 ). The source of the high

aseous CH 4 abundance might well be the CH 4 -rich ice seen on

luto ( Grundy et al., 2016; Stansberry et al., 1996; Forget et al.,

017 ). 

For our nominal solution of q 0 (CH 4 ) = ∼0.3% and K zz =
0 3 cm 

2 s −1 , we found upward fluxes at the surface of 10.3 ×
0 25 CH s −1 . This can be compared to the Hunten limiting flux,
4 
hich is the flux at which a minor species is well-mixed through-

ut the entire atmosphere ( Hunten 1973 ; Strobel 2012 ) and could

e considered the maximum allowable flux. The Hunten limiting

ux on Pluto was 11.5 × 10 25 CH 4 s −1 for the nominal solution,

nd is proportional to q 0 . A flux of 10.3 × 10 25 CH 4 s −1 im-

lies a global average of 5.8 × 10 8 CH 4 cm 

−2 s −1 , or only 4.9 ×
0 −7 g cm 

−2 yr −1 . This was not an unreasonably large value for net

lobal sublimation, since local sublimation rates over warm CH 4 

atches can easily be 5 –7 orders of magnitude larger than this

 Stansberry et al., 1996 ). 

In the earlier report of Gladstone et al. (2016) , we did not have

easurements of CH 4 line-of-sight abundances below 200 km.

n that paper, we presented a model with a higher surface CH 4 

ixing ratio of 0.6 −0.84% and a much higher eddy diffusion

oefficient profile with 7.5 × 10 5 cm 

2 s −1 at the surface and

symptotically reaching 3 × 10 6 cm 

2 s −1 at z = 210 km, which

ielded a homopause at z = 390 km. The low value of K zz derived

ere was very similar to that derived in Wong et al. (2017) , using

 simpler diffusion model that neglected both CH 4 escape and CH 4 

issociation by ionospheric chemistry. The small K zz is likely to

e tied to the extremely large vertical thermal gradients in Pluto’s

ower atmosphere ( Sicardy et al., 2016 ; Hinson et al., 2017 ), which

ere a consequence of CH 4 heating being balanced by thermal

onduction (e.g., Zhu et al., 2014 ). Large thermal gradients lead to

arge values of the Brunt–Väisälä (buoyancy) frequency, a measure
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of atmospheric stability. It appears as though the large thermal

gradient (large Brunt–Väisälä frequency) acted as a “lid,” strongly

suppressing vertical mixing between the lower and upper atmo-

sphere. The suppression of vertical mixing enabled the existence

of local variation at the very lowest altitudes ( Hinson et al., 2017 ),

even while the upper atmosphere was horizontally well mixed. 

8.3. Middle atmosphere ( ∼30–400 km altitude) 

Pluto’s middle atmosphere ( Fig. 23 , middle panel) is character-

ized by an approximate balance between heating by CH 4 , cooling

by CO, C 2 H 2 , and possibly H 2 O ( Zhu et al., 2014 ; Strobel and Zhu

2017 ) and also by probable condensation of the three “C 2 H x hydro-

carbons,” C 2 H 2 , C 2 H 4 , and C 2 H 6 ( Wong et al., 2017 ). The CH 4 pro-

file was not much affected by the abundances of the C 2 H x hydro-

carbons ( Wong et al., 2017 ). The CH 4 mixing ratio was observed to

increase with altitude in the middle atmosphere to ∼1% at 400 km

altitude, due to diffusive equilibrium. 

The line-of-sight abundances of C 2 H 2 , C 2 H 4 , and C 2 H 6 were

nearly constant with altitude from the surface to ∼300 or 400 km

altitude ( Fig. 8; Fig. 17 , upper panel), which led to a broad range of

altitudes where the UV transmission from 150 to 170 nm also var-

ied slowly (e.g., the cyan plateau in Fig. 4 B; Fig. 11 , panels labeled

150 nm, 152 nm, 165 nm and 172 nm). When converted to den-

sity ( Fig. 17 B), these three “C 2 H x hydrocarbons” had local maxima

in the density near 410 km altitude for C 2 H 4 , 320 km for C 2 H 2 ,

and an inflection point or the suggestion of a local maximum at

260 km altitude for C 2 H 6 . The local maxima for C 2 H 4 and C 2 H 2

were seen also in Gladstone et al. (2016) ; in this work these max-

ima were much more pronounced. C 2 H 4 and C 2 H 2 also had clear

density minima near 200 km and 170 km altitude, respectively.

C 2 H 6 was the hardest of the three C 2 H x hydrocarbons to mea-

sure, and even this species appeared to have an inflection point

or a density minimum near 170–200 km. The chemical models of

Wong et al. (2017) also showed clear minima and maxima in den-

sity for C 2 H 4 and C 2 H 2 . In Wong et al. (2017) , the altitude of the

C 2 H 4 maximum is above that of the C 2 H 2 maximum, as seen in

the Alice solar occultation, although the observed altitude of both

maxima is above what is modeled. The modeled minima for both

C 2 H 4 and C 2 H 2 are near 200 km, with the dominant loss mecha-

nism being condensation. The models show a single maximum for

C 2 H 6 near 72 km altitude, with no minimum in the middle atmo-

sphere. Even with the higher errors for the C 2 H 6 retrieval, the Alice

data suggests inflection points (and possible minima and maxima)

in the middle atmosphere. Thus, the C 2 H 6 chemistry, particularly

the loss mechanisms, may be less certain than that of C 2 H 2 and

C 2 H 4 . In Wong et al. (2017) , the dominant means of removal of

C 2 H x is by condensation via heterogeneous nucleation on hydro-

carbon/nitrile aerosols between 200 and 400 km. The evidence for

the removal of these species is also seen in plots of the mixing ra-

tios ( Fig. 20 ). The steep decrease in mixing ratio between 400 and

200 km for all three species was indicative of removal at these al-

titudes. 

Condensation of the C 2 H x hydrocarbons between 400 and

200 km altitude changes the size and sphericity of Pluto’s haze

particles. We do not measure the haze abundance or density di-

rectly, as its UV cross section is uncertain and likely to vary with

altitude ( Cheng et al., 2017 ). Rather, we measure the line-of-sight

optical depth from the UV transmission, and, through inversion,

calculate the extinction coefficient. If the cross section of haze par-

ticles varies slowly in altitude, then this suggests that the haze

concentration (particles cm 

−3 ) is roughly constant with either CH 4 

or N 2 density. However, the haze modeling of Gao et al. (2017) sug-

gested that haze radii are larger near the surface than at 250 km.

This implies that the haze concentration, once normalized for

the increase in cross section, was smaller at the surface than at
50 km, near the modeled altitudes of the C 2 H x hydrocarbon con-

ensation. Gao et al. (2017) compared their haze model with an

arlier retrieval of haze extinction from the Alice solar occultation.

t may be that the change in the haze radius and the change in

he haze density are roughly equivalent competing effects, leading

o a nearly constant value of extinction coefficient divided by bulk

umber density. 

.4. Upper atmosphere ( ∼40 0–20 0 0 km altitude) 

We confirmed low temperatures in Pluto’s upper atmosphere

 Fig. 23 , right panel) from the analysis of the N 2 transmission, as

rst reported in Gladstone et al. (2016) , using a joint analysis of

he N 2 line-of-sight abundances derived from the REX radio occul-

ation ( Hinson et al., 2017 ) and the Alice UV solar occultation. The

lice solar occultation measured N 2 at 90 0–110 0 km altitude, and

he REX radio occultation measured N 2 at about 0–100 km alti-

ude (referenced to a surface radius of 1190 km), leaving an 800-

m measurement gap between the radio and solar occultations. To

pan the gap isothermally would imply a temperature of 64.3 K,

hich was much colder than measured by REX or from ground-

ased stellar occultations ( Sicardy et al., 2016 ); the temperature

rofiles we presented here spanned the gap while avoiding discon-

inuities in the temperature, pressure, and number density profiles

nd their derivatives. 

The modeled temperature minimum near 470 km altitude

 Fig. 23 , right panel) was within the measurement gap. It was

eeded to decrease the N 2 fast enough to satisfy the observed

 2 line-of-sight abundances at both the REX measurements and

he Alice measurements above 900 km altitude. There probably

ere other equally valid solutions that bridge this gap; however,

he N 2 density and pressure are integrals of the temperature,

nd differences in the details of the temperature profile lead to

nly small differences in the N 2 density. Furthermore, the tem-

erature minimum near 470 km was compatible with the broad

emperature minimum that spanned 30 0–50 0 km altitude that

ellouch et al. (2017) inferred from ALMA observations of CO and

CN rotational line emissions in Pluto’s atmosphere. A tempera-

ure minimum implies net cooling — as, indeed, does a positive

urvature in the temperature profile ((1/ r 2 ) ∂ / ∂ r ( r 2 κ ∂ T / ∂ r ) ≈ κ
 

2 T / ∂r 2 > 0, where κ is the thermal conductivity, e.g., Zhu et al.,

014 ). Cooling by CO, C 2 H 2 , and HCN is not sufficient ( Dias-

liveira et al., 2015 ; Gladstone et al., 2016 ; Forget et al., 2017 ;

ellouch et al., 2017 ; Strobel and Zhu 2017 ) based on their mea-

ured abundances, and there remains a mystery coolant in the up-

er atmosphere. Strobel and Zhu (2017) argued the case that it was

 2 O. However, H 2 O is not yet observed so its contribution to the

ooling is not yet confirmed. 

CH 4 is photochemically destroyed in the upper atmosphere by

olar Ly- α, interplanetary Ly- α, and ionization of N 2 followed by

on chemistry that dissociates two CH 4 for every N 2 ionized (see

trobel et al., 2009 for basic ionospheric chemistry). The result-

ng formation of nitriles eventually leads to very large negatively

harged macromolecules and aerosols that coagulate at lower alti-

udes into Pluto’s detectable hazes ( Cheng et al., 2017 ; Lavvas et al.,

010 ). 

We included a simple photochemical scheme in the 1-D numer-

cal model of Section 7 . To compute the total photons absorbed

y Pluto’s atmosphere we assumed it presented a “bullseye” target

efined by the radius of the optical depth τ = 1 circle. The total

issociation loss rate of CH 4 , L C H 4 , was then 

 C H 4 = f 
[
F Lα ( 1 + 0 . 2 ) π( r C H 4 ) 

2 + π I 0 4 π( r C H 4 ) 
2 + F N 2 π( r N 2 ) 

25 
]

(16)
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(  
here f is the fraction of CH 4 dissociations that lead to irreversible

oss, r CH 4 
= 1875 km and r N 2 = 2100 km are the τ = 1 radii for CH 4 

t Ly-a and for N 2 , respectively. F L α is the solar Ly- α flux, the factor

.2 represents CH 4 dissociation by solar flux other than Ly- α. π I 0 is

he downward interplanetary Ly- α flux, assumed isotropic over the

pherical atmosphere. F N 2 is the solar N 2 ionizing flux times 2 (be-

ause each ionized N 2 eventually leads to the destruction of two

H 4 molecules). At the time of the New Horizons flyby of Pluto,

he solar Ly- α flux at Pluto was F L α ∼ 3.5 × 10 8 photons cm 

−2 

 

−1 , the interplanetary Ly- α average intensity was 4 π I 0 ∼ 145 R

 Gladstone et al., 2015 ), and twice the solar N 2 ionizing flux was

 N 2 
∼ 1 × 10 8 photons cm 

−2 s −1 . The terms were in the ratio

f 0.61:0.21:0.18, and the total integrated CH 4 dissociation rate for

nit f was 7.7 × 10 25 CH 4 s −1 . CH 4 loss was well described as two

eaks, each resembling a Chapman function (with, however, a vari-

ble scale height). The main peak, due to direct CH 4 dissociation,

ad a maximum at ∼460 km altitude, and the secondary peak,

ue to N 2 ionization, had maximum at ∼720 km altitude ( Fig. 23 ,

ight). 

We used the enhanced Jean’s escape calculated from direct sim-

lation Monte Carlo ( Zhu et al., 2014 ; their Eq. (14) and Fig. 1 ), as

n Gladstone et al. (2016) , with exobase altitudes and escape rates

iven in Table 5 . For a given temperature profile, we found that

he CH 4 density and escape rate at the exobase were insensitive to

arious input parameters such as K zz and q 0 . For the nominal tem-

erature profile, with T inf = 67.8 K, the CH 4 escape rate was 7.7 ×
0 25 CH 4 s -1 . 

For the nominal temperature profile, there was an apparent im-

alance between the net flux at the surface ( ∼10.3 × 10 25 CH 4 s 
−1 )

nd the sum of the total photolysis (7.7 × 10 25 CH 4 s −1 for f = 1)

nd CH 4 escape (7.7 × 10 25 CH 4 s −1 ). The upward flux, φC H 4 
, de-

ended weakly on the eddy diffusion coefficient. For the nominal

emperature profile, acceptable solutions had a variation of only

9.9–10.9) × 10 25 CH 4 s −1 , and the flux for the flux-constrained

emperature profile was similar, 11.9 × 10 25 CH 4 s −1 ( Table 4 ).

ther runs showed that the exact partitioning between chemistry

nd escape had a second-order effect on the resultant CH 4 density

rofile in the 1D transport model. 

The scale of the imbalance is ∼ 5 × 10 25 CH 4 s −1 , equivalent

o ∼9 × 10 15 CH 4 cm 

−2 yr −1 (3 × 10 8 CH 4 cm 

−2 s −1 ). Since the

bserved column of CH 4 is 1.4 × 10 19 CH 4 cm 

−2 , this is a net loss

f only 0.06% per year. This is well within the observational con-

traints on CH 4 variation of less than ∼18% per year (3- σ ) from

round-based near-IR absorption ( Lellouch et al., 2015 ). However,

t is not clear why the CH 4 column should be decreasing in 2015

 Lellouch et al., 2015 ; Forget et al., 2017 ), so we pursued solutions

hat resolve the imbalance. 

In run N30, we assumed only one third of the CH 4 dissociations

ed to irreversible removal, f = 0.33 ( Table 5 ), to balance surface

ux, photochemistry, and escape. To determine the fraction of ir-

eversible CH 4 dissociations, one needs a full photochemical model

or Pluto’s atmosphere. The simplicity of our photochemical model

id not allow us to calculate the fraction of irreversible photodis-

ociation events. The calculation of the CH 4 photodissociation

ate appropriate to the Alice occultation is further complicated by

ong time constants. For solar Ly- α radiation, the optically thin

hotodissociation time constant was about 5 Earth years and at

ptical depth = 1, it was ∼ 13 Earth years. Thus one would have

o average the incident fluxes over the last solar cycle. At Pluto’s

rbital distance, interplanetary Ly- α is also important in CH 4 

hotodissociation with equivalent long time constants and would

ikewise have to be averaged over the past 13 years or more. Pluto

s also receding from the Sun, which introduces another time vari-

ble in the magnitude of UV radiation incident on the atmosphere.

nother time constant relevant to CH 4 is its residence time of

hree Pluto years in the atmosphere based on the current total
hotodissociation and escape rate ∼ 10 × 10 25 CH 4 s −1 and the

bserved column of 1.4 × 10 19 CH 4 cm 

−2 . Wong et al. (2017) cal-

ulated the fraction of irreversible photodissociation events to be

reater than 0.99 (Yuk Yung, private communication), and so we

earched for solutions with higher dissociation efficiencies. 

To resolve the apparent conflict between the total loss rate and

pward flux from the surface, we revisited the escape rate. Because

H 4 was the major constituent at the exobase, its density distribu-

ion determined the location of the exobase. Thus the best way to

ower its escape rate was to lower the temperature at the exobase.

f we kept the surface conditions of CH 4 the same as nominal ( q 0 =
.3%, K zz = 10 3 cm 

2 s −1 , φC H 4 
= 10.3 × 10 25 CH 4 s −1 ) and required

hat f = 1 (so the net destruction rate was 7.7 × 10 25 CH 4 s −1 ),

hen the escape rate would have to be 2.6 × 10 25 CH 4 s 
−1 . To drive

he CH 4 escape rate down this low required the isothermal upper

tmospheric temperature to be 62 K, which had a demonstrably

oor fit to the N 2 line-of-sight column density profile. However,

e found a compromise solution (F35, Table 5 ) with q 0 = 0.35%

nd K zz = 4 × 10 3 cm 

2 s −1 , and an isothermal upper atmospheric

emperature of 65 K. This solution matched the N 2 line-of-sight

olumn density profile, but had some disagreement with the mea-

ured CH 4 abundance below 200 km. This “flux-constrained” solu-

ion yielded an escape rate of 3.2 × 10 22 N 2 s −1 and 4.6 × 10 25 

H 4 s −1 . 

Because of these considerations our recommended escape rates

re ( 3-7 ) × 10 22 N 2 s −1 , and ( 4-8 ) × 10 25 CH 4 s −1 . 

We examined the consistency of these new atmospheric results

o those obtained from the solar wind plasma interaction mea-

ured by the Solar Wind Around Pluto (SWAP) instrument on New

orizons ( McComas et al., 2008 ). SWAP observations showed a fas-

inating interaction between the solar wind and Pluto that is inter-

ediate between the cometary and unmagnetized planetary (e.g.,

ars and Venus) cases ( McComas et al., 2016 ). In a subsequent

tudy, Zirnstein et al. (2016) used SWAP data to show that the

eavy ions detected were more likely CH 4 + than N 2 + , substanti-

ting a methane-based solar wind interaction, confirming the anal-

sis of the Alice data that the primary escaping species was CH 4 .

cComas et al. (2016) showed that for ideal, fluid assumptions, the

tandoff distance of Pluto’s bow shock at ∼4.5 Rp was consistent

ith a neutral CH 4 production rate Q = 5 × 10 25 CH 4 s −1 , outflow

peed ∼100 m s −1 , and solar wind Mach number M of ∼10 (see

ig. 8 of their paper). While the SWAP observations provide only

n indirect measure of Pluto’s atmospheric escape and thus these

alues may have some errors (we estimate less than an order of

agnitude), the results from these studies are consistent with the

alues derived in the current study. 

. Future work 

This analysis used C 2 H 2 , C 2 H 4 , and C 2 H 6 cross-sections mea-

ured in the laboratory at 150 K, 140 K, and 150 K respectively,

hich was warmer than the ∼65–70 K in much of Pluto’s atmo-

phere. We estimated that the current cross sections might lead to

ystematic errors in derived abundances of ∼10–20%. New labora-

ory measurements can improve the accuracy of the retrieval. 

Other species were predicted to be present, from Pluto pho-

ochemical models (e.g., Summers et al., 1997; Krasnopolsky and

ruikshank, 1999; Wong et al., 2017 ), by analogy with Titan and

riton photochemisty (e.g., Yung et al., 1984; Strobel et al., 1990 ),

y cosmochemical arguments (e.g., 29 N 2 , Ar), from the influx

f H 2 O at the top of Pluto’s atmosphere from incoming Kuiper

elt material, which is on the order of 50 kg day −1 , or 2 × 10 22 

olecules s −1 if this all H 2 O ( Horanyi et al., 2016 ), and minor

pecies that might accompany the H 2 O ( Despois et al., 2005 ).

he H 2 O itself may be important for Pluto’s thermal balance

 Strobel and Zhu 2017 ). We discussed here that no definitive signal
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of HCN or CO absorption was seen. Upper limits on these and

others can be quantified, as was recently done by Kammer et al.

(2017) for O 2 . 

Because the fractional error of C 2 H 4 and haze are small even

at the surface, and because these not are very correlated or anti-

correlated at the surface, it should be possible to look for differ-

ences between entry and exit for these components. Such an anal-

ysis would need a different approach than that used here, which

smoothed observations over 23 s (82.5 km). 

There are electronic bands of N 2 that give additional informa-

tion between 80 and 100 nm, particularly at 97–98 nm where the

solar spectrum has some strong lines. These can be used to ex-

tend the measurement of the N 2 line-of-sight abundance, perhaps

to ∼800 km tangent height. This analysis is computationally com-

plex, but all the components are in place, including high-resolution

laboratory spectroscopy at the temperatures seen in Pluto’s atmo-

sphere, a model of the solar flux as seen by New Horizons, and a

model of Alice’s instrumental line-spread function. 

Our understanding of the temperature structure and the CO,

CH 4 and HCN profiles would be improved by a joint analysis of the

New Horizons solar occultation with ground-based high-resolution

IR observations ( Lellouch et al., 2015 ), ground-based stellar occul-

tations (e.g., Sicardy et al., 2016 ), and ground-based radio observa-

tions ( Lellouch et al., 2017 ). 

Finally, the temperatures, densities, and mixing ratios presented

here can be used in a variety of future studies, such as chem-

istry, haze production, seasonal modeling, energetics, and escape.

A wide variety of studies were based on an earlier analysis, includ-

ing Wong et al. (2017) ; Gao et al. (2017) ; Cheng et al. (2017) , and

Strobel and Zhu (2017) . 
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Appendix A 

Here we detail the extraction of the 1-s count-rate spectra from

the pixel list data, the model of the solar spectrum at sub-pixel

resolution, and the adopted line-spread function. 

In order to extract 1-s count-rate spectra from the pixel list

data, we performed the following analysis steps. First, we calcu-

lated dead time correction in the raw pixel list stream. The detec-

tor electronics took a finite amount of time to process each count.

During this time, the detector was “dead” i.e., it was insensitive to

any additional counts. We therefore weighted each detected pho-

ton by a factor of 1 / (1 - t d 
∗ C ), where t d = 18 μs is the dead

time constant of the electronics, and C is the count rate, measured

over a 4 ms interval. 

Second, we summed the pixel stream to construct 2-D count-

rate images at 1-second resolution ( Fig. 3 ). During one second, the

tangent altitude probed by the Sun moved ∼3.586 km through

Pluto’s atmosphere (c.f. Fig. 6 ). The choice of 1-s binning was cho-

sen as a balance between increasing signal-to-noise ratio per im-

age and sub-sampling the 4–5 s ( ∼16 km) smoothing caused by

the Sun’s finite size. 
Third, we extracted a 1-D solar spectrum from each 2-D count

ate image. The Sun varied in its deadband by 0.0143 ° (half-width).

ince this was much smaller than the pixel size of 0.308 deg

ixel −1 in the spatial direction, the variation within the deadband

id not change which detector row contained the counts from

he Sun. We extracted the solar spectra by a simple sum of rows

9–22, inclusive ( Fig. 3 ), which accounted for the width of the spa-

ial point-spread function ( Stern et al., 2008 , their Fig. 12 ) and the

otion within the deadband. 

Fourth, we used Alice “stim pixels” ( Stern et al., 2008 ) to correct

he wavelength scale for temperature effects in the Alice detector.

he mapping between the physical location of an event on the de-

ector and its pixel number in data space depended on the resis-

ivity of the readout anode, which itself depended on temperature.

ssentially, the detector electronics produced counts at two known

hysical locations on opposite ends of the detector. These counts

ere then mapped into data space, allowing for a linear correction

o the apparent position of detected photons. 

Fifth, each one-second count-rate spectrum was then corrected

or the wavelength dependence on the location of the Sun within

he 2 ° by 2 ° “box” portion of the slit. The Sun was offset slightly

rom the center line of the slit ( Fig. 1 ), which introduced an over-

ll wavelength shift of 0.396 nm (2.2 pixels). There was some

ariation in wavelength as the Sun’s position moved in the ±
.0143 ° deadband, since a pixel subtended 0.019 ° in the disper-

ion direction. For unocculted spectra, we determined the wave-

ength shift by fitting a Gaussian line profile to five solar lines,

ncluding the Lyman-alpha (Ly- α) line at 121.6 nm. The shift was

lso calculated from the spacecraft attitude, and the two meth-

ds agreed to within 0.10 pixels; the shift calculated from the

pacecraft attitude was used for spectra taken when the solar

ines were obscured by Pluto’s atmosphere. The resulting spectra

ere placed on a common wavelength grid using a sinc interpo-

ation. We ignored Doppler shifts in this analysis. Pluto’s heliocen-

ric motion, which affected the interaction of the solar lines and

bsorption in Pluto’s atmosphere, was at most 1.075 km s −1 dur-

ng this observation (0.0 0 035 nm shift at 100 nm). This was much

ess than the width of the solar lines ( Curdt et al., 2001 ). The

ate at which the spacecraft receded from Pluto, which affected

ow the spectrum is recorded on the Alice spectrograph, ranged

rom 11.66 to 13.60 km/s over the POCC observation (0.0038–

.0045 nm shift at 100 nm). This led to a shift of only ∼2% of a

ixel. 

Sixth, we corrected for the gradual decrease in sensitivity of re-

ions of the detector that saw the highest solar flux. This local-

zed phenomenon, known as “gain sag,” is a function of the to-

al amount of charge extracted from the micro-channel plates, per

nit area, over the lifetime of the detector ( Stern et al., 2008 ). The

agnitude of the sensitivity loss due to gain sag varied from zero

t the short wavelength end of the detector, where the solar flux

s low, up to several percent at the long wavelength end of the de-

ector, where the solar flux is greatest. We derived a correction for

he gain sag during the occultation observation, on a pixel by pixel

asis, by fitting a line to the observed count rate when the sun

as unocculted by Pluto or its atmosphere as a function of the to-

al integrated number of counts during the observation, using both

ngress and egress spectra. 

Seventh, after correcting for gain sag, we subtracted the dark

ate spectrum. This was calculated from a composite dark spec-

rum, shifted (with sinc interpolation) to match the wavelength

f each count-rate spectrum. The resulting extracted one-second

ount-rate spectra vs. tangent radius are shown in Fig. 4 A. The

angent radius was the closest distance between Pluto’s cen-

er and the ray connecting the spacecraft and the center of

he solar disk, and was calculated at each second using SPICE

ernels supplied by the New Horizons Kinetix navigation team

http://lasp.colorado.edu/lisird/lya/
http://www.swpc.noaa.gov/;
http://www.lisa.univ-paris12.fr/GPCOS/SCOOPweb/
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or science analysis: nh_pred_20,141,201_20,190,301_od122.bsp,

avSE_plu047_od122.bsp, and NavPE_de433_od122.bsp. 

The eighth and final step in the reduction was to create a refer-

nce solar spectrum for each one-second spectrum. Because of the

mall entrance aperture of the SOCC, the repeller grid, a lattice-like

attern of wires designed to remove stray ions ( Stern et al., 2008 ,

heir Fig. 5 ), produced discrete shadows on the surface of the de-

ector. Even a sub-pixel change in the Sun’s position on the focal

lane affected the observed shadow pattern on the detector, and

aused up to a 40% variation in apparent throughput at certain re-

ions of the spectrum. Failure to correct for this effect would leave

eriodic reductions in counts that mimic absorption features. To

orrect for this, we first used the spacecraft attitude information

erived from the star trackers to derive the position of the Sun in

he focal plane. For each one-second count rate spectrum, we then

dentified other spectra (in either the Pluto or Charon solar occul-

ations) that (i) were obtained when the Sun was within 0.002 ° of

he spectrum in question, and (ii) were unocculted. This selection

ave a median of 60 reference spectra for each one-second sam-

le. These were averaged to produce a reference solar spectrum

or each one-second count-rate spectrum. 

Because Alice is a photon-counting device, the probability dis-

ribution in the count rate spectra was essentially a Poisson distri-

ution. At large count rates, the variance on the one-second count

ate spectra was close to the count rate itself (it differs by a mul-

iplicative factor due to dead time and gain sag corrections, which

re close to one, and includes a small error due to uncertainty in

he subtracted dark rate). The count rate for the unocculted sun

anged from ∼0.1 to ∼10 0 0 counts s −1 pixel −1 ( Fig. 5 ). At very

mall count rates, things were more problematic, including that a

oisson distribution has asymmetric confidence limits ( Kraft et al.,

991 ). The practical solution was to bin the one-second count rate

pectra in time, wavelength, or both, as needed to escape the

egime of very low integrated counts. We defined our variance to

e proportional to the count rate, so that the errors in the one-

econd count rate spectra gave the correct errors in the binned

pectra when added in quadrature. 

The reference solar spectra we derived were also used as a con-

istency check on our model of the solar spectrum at sub-pixel res-

lution. For the solar spectrum between 66.8 and 148.7 nm, we

sed high-resolution spectra obtained by the SUMER instrument

n SOHO, with a median resolution of 0.0043 nm ( Curdt et al.,

001 ). The SUMER atlas covered 66.8 to 148.7 nm and contained

eference spectra for coronal hole, sunspot and quiet Sun areas.

ilhelm (2009) confirmed that the SUMER reference spectra are

ccurate “typical” snapshots of solar emissions. We combined the

hree SUMER reference spectra, with ratios determined geometri-

ally from SDO/AIA (Curdt, personal communication), using chan-

el 304 images for coronal hole areas and channel 195 images

or sunspot areas, with the complement defining the quiet-Sun ar-

as. This gave linear coefficients of 7% coronal hole, 8% sunspot,

nd 85% quiet Sun. The resulting high-resolution spectrum com-

ared well with the LISIRD ( Pankratz et al., 2015 ) measurement of

he composite Ly- α flux (4.50 × 10 11 photon cm 

−2 s −1 on 2015

uly 14). Moreover, the soft X-ray flux as measured by GOES 15

n the long wavelength channel, indicative for emission from solar

lage areas, was (0.5–0.8) 10 −6 W m 

−2 on 2015 July 14, in agree-

ent with an 8% sunspot/active region. For wavelengths outside

he SUMER range, we used data from TIMED/SEE ( Woods et al.,

005 ) taken on 2015 July 15, during which TIMED observed the

ame face of the Sun that New Horizons observed during the solar

ccultation. This data spanned the full range of the Alice bandpass

t a resolution of 0.54 nm (0.18145 nm per pixel), with data gaps

ear Ly- α at 114.2–118.9 and 123.1–128.9 nm. To convert from the

odel Sun ( S , in photon cm 

−2 s −1 nm 

−1 ), we multiplied by the

ffective aperture ( A eff, in cm 

2 , which quantified the end-to-end
fficiency of the instrument) and the pixel resolution ( δ, in nm

ixel −1 , which varied from 0.177 to 0.183 nm pixel −1 ). The result-

ng unocculted solar rate ( R ( λ), in counts pixel −1 s −1 ), is expressed

s 

 ( λ) = S ( λ) A e f f ( λ) δ( λ) (A1) 

The nominal effective area was defined in Stern et al. (2008) .

he nominal effective area was adjusted for the small (0.396 nm)

avelength shift that arises from the Sun having been offset from

he center line of the slit. This shift was insignificant over most of

he wavelength range. The exception was near the photocathode

ap, which was fixed in detector coordinates. That is, as the image

f the Sun was shifted, the locations in wavelength space of the

hotocathode transition were also shifted. To account for this, we

eparated the effective area into a slowly varying factor and a fac-

or due to the photocathode gap (interpolating the nominal effec-

ive area over 113.333 to 129.148 nm to derive the slowly varying

actor), allowing us to shift the photocathode gap independently. 

We began with the effective area from Stern et al. (2008) ,

hich was derived using Spica and other hot stars, and then de-

ived a correction factor, a , using direct observations of the Sun,

ven though other calibrations were available closer-in-time to the

luto flyby. Since one purpose was to demonstrate rough agree-

ent with the solar flux model, using an effective area based on

tars rather than the Sun avoids circular reasoning. Also, Spica and

he other hot stars have less extreme wavelength-to-wavelength

pectral variation than the Sun. 

We also modeled the instrumental line-spread function. Be-

ause the solar spectrum has many emission lines that are sev-

ral orders of magnitude brighter than the continuum, our goal

as to define the line-spread function at levels 100 to 10 0 0 times

ess than the peak. To define the line-spread function (LSF) and

ts uncertainty, we used two pre-launch observations of Ar and Ne

amp lines from a point source observed through the SOCC chan-

el ( Stern et al., 2008 , their Fig. 15 ), and Alice observations of the

nocculted Sun. For the far wing behavior, we used pre-launch

easurements of a monochromatic source at 121.6 nm measured

hrough the airglow aperture. This measurement has high signal-

o-noise ratio (SNR) out to 15 nm from the line center (data taken

rom Stern et al., 2008 , their Fig. 20 ), which shows a far-wing

ehavior of LSF proportional to ( �λ) −1.2 , where �λ is the dis-

ance from line center. We found a compromise LSF, based on both

odeled lamps and the unocculted solar spectra ( Fig. 5 ). For the

amps, we identified 9 Ar lines that affect the spectrum from 80

o 100 nm, and 41 Ne lines, for which we scaled, shifted, and

ummed the LSF. The kernel for use with the solar spectrum was

dditionally modified to account for the angular size of the Sun in

he spectral direction (the solar diameter was 0.0162 °, as seen from

ew Horizons during the solar occultation of Pluto). Given the

ixel scale and the pixel resolution of ∼0.18 nm/pixel, this required

n additional convolution by a semicircular kernel with full diam-

ter of 0.149 nm. The adopted LSF was a piece-wise continuous

unction that was (i) Gaussian in the core, where �λ was less than

.25 nm, with full-width half-max of 0.33 nm, (ii) proportional to

 �λ) −2 from 0.25 to 10 nm, and (iii) proportional to ( �λ) −1.2 for

he far wings, where �λ was larger than 10 nm. The observed ref-

rence solar spectra at pixel i and time t, D ref , is given by 

 re f ( i ( λ) , t ) = a ( i ( λ) , t ) [ k ( λ) ∗ R ( λ) ] (A2) 

here D ref, is the reference (e.g., unocculted) solar spectrum for

 given pixel index, i , and time, t. k ( λ) ∗ R ( λ) is the solar rate, R ,

onvolved with the line-spread function, k. a ( i, t ) is a correction

actor to the effective area that takes into account such effects as

he repeller grid. 

There was generally excellent agreement between the TIMED/

EE spectrum and the appropriately smoothed SOHO/SUMER spec-
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trum in the region of overlap, and we show only the SOHO/SUMER

spectrum in the region of overlap in Fig. 5 . The effect of the grid

shadows was evident as small decreases in flux that mimicked ab-

sorptions, for example at 81 and 84 nm ( Fig. 5 , bottom). The Alice

data was lower than the modeled TIMED/SEE spectrum by up to

a factor of 0.4 at the extremes on the spectral range, i.e., between

67 and 75 nm and between 165 and 188 nm. Our analysis thus as-

sumed a smaller effective area below 75 and above 165 nm; this

adjusted effective area was used to generate Fig. 5 (see Section 2 ). 

Appendix B 

We attach the following files as supplementary material. 

1. pa_pocc_1s_spectra_v10.README.txt 

A description of pa_pocc_1s_spectra_v10.fits. 

2. pa_pocc_1s_spectra_v10.fits 

A FITS file (Flexible Image Transport System) with reduction

of the solar occultation, as described in Section 2 and Ap-

pendix A. This file contains the following extensions. (1)

Spectra (counts pixel −1 s −1 , 1024 ×3768), (2) Spectra uncer-

tainty (counts pixel −1 s −1 , 1024 ×3768), (3) Reference spectra

(counts pixel −1 s −1 , 1024 ×3768), (4) Reference uncertainty

(counts pixel −1 s −1 , 1024 ×3768), (5) Wavelength ( ̊A, 1024),

(6) Mission elapsed time (s, 3768), and (7) Tangent radius

(km, 3768). 

3. pocc-abund-PDS.README.txt 

A description of pocc-abund-PDS.csv. 

4. pocc-abund-PDS.csv 

A list of comma-separated values (CSV) with the line-of-sight

abundance as derived in Sections 4 and 5 for N 2 , CH 4 , C 2 H 2 ,

C 2 H 4 , C 2 H 6 , and haze. The file contains, on each line, the

tangent radius (km), and, for each species, the line-of-sight

abundance (cm 

−2 ), the fractional error in the abundance

(unitless), and a quality flag(integer flag). For haze, the val-

ues tabulated assume a cross-section of 10 −15 cm 

2 . 

5. pocc-dens-PDS.README.txt 

A description of pocc-dens-PDS.csv. 

6. pocc-dens-PDS.csv 

A list of comma-separated values (CSV) with the densities as

derived in Sections 6 for N 2 , CH 4 , C 2 H 2 , C 2 H 4 , C 2 H 6 , and

haze. The file contains, on each line, the tangent radius (km),

and, for each species, the line-of-sight abundance (cm 

−3 ),

the fractional error in the abundance (unitless), and a qual-

ity flag (integer flag). For haze, the values tabulated assume

a cross-section of 10 −15 cm 

2 . 

Supplementary materials 

Supplementary material associated with this article can be

found, in the online version, at doi:10.1016/j.icarus.2017.09.006 . 
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